
A framework for unsupervised learning and 
predictive maintenance in Industry 4.0   

1. Introduction

Industrial machines and equipment are products 
whose operation performance inevitably deteriorates 
over time. They operate continuously for extended 
periods under specific stress, load, or extreme con-
ditions in the manufacturing environment [1]. This 
deterioration, also called degradation, often leads to 
failures in machine components, entire machines, 

or even production lines. Underperformed compo-
nents or subsystems might fail when reaching a criti-
cal degradation degree and risk system safety [2].

According to Chan et al. [3], "in most cases, 
there is a measurable degradation process before a 
machine fails." In fact, throughout its useful life, the 
machine can continuously degrade until it reaches a 
condition in which it is possible to observe a drop in 
its performance level, the moment at which incipient 
defects or initial failures can occur due to the deg-

In recent decades, the economic importance of maintaining machines, equipment, and pro-
duction facilities has prompted many scholars to examine various aspects of the maintenance 
of physical assets. However, the industry continues to face the recurring problem of improv-
ing product and equipment maintenance processes. New opportunities for improving these 
processes arise from Industry 4.0 technologies because they make it possible to realize better 
solutions to the problem of predictive maintenance. Starting from a Big Data and Internet 
of Things (IoT) architecture as a reference, this paper proposes an abstract framework for 
predictive maintenance using unsupervised learning models to support decision-making in 
maintenance programs. From the abstract framework, a predictive maintenance system was 
developed to enable effective just-in-time maintenance strategies. An unsupervised machine 
learning algorithm, based on the Gauxian mixtures model, allows us to study the influence on 
a machine's behavior of a single variable, a group of variables of the same type, and combined 
variables of different types. The algorithm provides experts with information on which part of 
the machine they need to focus on to find potential causes of future failures. The case study 
conducted for an Italian automotive company shows preliminary results on the effectiveness 
of the approach.
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radation progress. The continuous proliferation of 
these defects gradually increases their severity, caus-
ing the machine not to perform its function correctly.

Therefore, maintenance has been introduced as 
an efficient way to assure a satisfactory level of reli-
ability during the useful life of a physical asset [4]. In 
the manufacturing industry, maintenance consists of 
carrying out all the necessary actions to restore the 
durable equipment or keep it in specific operating 
conditions [5] since the equipment is intended to 
last a certain amount of time and must, therefore, be 
maintained. 

With the introduction of Industry 4.0 technology, 
new maintenance opportunities arise in networked 
factories with the availability of massive data from 
processes, machines, and systems. This development 
allows operators, or even intelligent scheduling sys-
tems, to monitor the machinery conditions instead of 
their faults, anticipating possible failures and optimiz-
ing the assets utilization [6]. Furthermore, the Predic-
tive Maintenance (PdM) approach makes it possible 
thanks to the evolution of preventive maintenance by 
enabling just-in-time work strategies [7]. 

PdM has acquired great relevance for industrial 
scenarios as a maintenance strategy for diagnosing 
and prognosing a machine based on its condition. 
Compared with other maintenance strategies, the 
PdM strategy has the advantage of lowering mainte-
nance costs and time [8].

As argued by Busse [9], to use PdM, a condition 
monitoring system must provide information on the 
current machine condition (Diagnosis) and, depend-
ing on the system's maturity, predict the future condi-
tion (Prognosis). Machine Learning (ML) is one of 
the trend methods used to make predictions and es-
timations using real-world datasets [10], with critical 
applications in many industrial areas [5], [11], [12]. 

Key challenges in industrial machinery mainte-
nance have been highlighted in several papers. These 
include the need for advanced health diagnosis sys-
tems in complex industrial setups [13], the implemen-
tation of deep learning-based predictive maintenance 
in the Industrial Internet of Things (IIoT) [14], and 
obstacles in developing generalized data-driven pre-
dictive maintenance systems [15]. Common themes 
across the studies include the importance of address-
ing skill shortages, improving data acquisition and 
analysis, enhancing service quality, and transitioning 
from time-based to condition-based maintenance. 
The papers also emphasize the potential of Artificial 
Intelligence (AI) and ML in overcoming these chal-
lenges, particularly in fault diagnosis and prognosis. 
However, issues such as data quality, real-time pro-

cessing, and the development of global rather than 
equipment-specific approaches remain significant 
hurdles in the field of industrial machinery mainte-
nance.

Recent research highlights the potential benefits 
and challenges of implementing PdM in industrial 
settings. While PdM offers significant advantages, 
practical implementation can be difficult due to un-
certain benefits, advanced IT requirements, and lack 
of failure data [16]. The integration of PdM with 
Digital Twins (DT) and IIoT technologies presents 
opportunities for improving maintenance processes 
across various industries [17], [18]. 

ML techniques, including supervised learning and 
anomaly detection, are being explored to develop 
accurate prediction models for industrial machin-
ery maintenance [19]. However, challenges persist, 
such as the analysis of unsupervised data from dif-
ferent sources and managing large volumes of time 
series data. Innovative approaches to managing the 
large-scale storage needs of time series data are being 
developed to address these issues and enhance the 
effectiveness of PdM in industrial applications [18].

The literature on predictive maintenance (PdM) 
in industrial settings reveals several critical gaps, 
some of which our research aims to address. Firstly, 
there is a pressing need to transition from traditional 
time-based maintenance strategies to more efficient 
condition-based approaches. This transition can im-
prove resource utilization and reduce downtime but 
involves challenges such as technology integration 
and initial costs.

On the other hand, while AI and ML offer sig-
nificant potential for fault diagnosis and prognosis, 
challenges remain, particularly concerning the use of 
unsupervised ML models for PdM. However, their 
real-time processing capabilities are limited, requir-
ing improvements to handle rapid data analysis and 
decision-making in industrial settings.

This research focuses on the proposition of an ab-
stract framework for supporting PdM in cases when 
only unsupervised learning algorithms can be used. 
The proposed framework can be used for predicting 
equipment failures given the indication of abnormal 
behaviors of industrial machines in a manufactur-
ing context, supporting decision-makers in planning 
maintenance activities.

As a main contribution, we introduce an abstract 
framework for PdM and unsupervised learning to 
support maintenance teams to make informed deci-
sions, propose better maintenance scheduling, and 
establish effective maintenance policies based on 
the condition of factory equipment. The abstract 
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framework was implemented in a case study scenario 
where a Gaussian Mixture Model (GMM) was used 
for the diagnosis and prognosis of machinery failures.

The paper is structured as follows. After the lit-
erature review on the maintenance of industrial ma-
chinery and the PdM approach in an unsupervised 
context, section 3 resumes the research methodol-
ogy and establishes research questions. In section 
4, an Industry 4.0 Big Data and IoT architecture is 
designed to meet the needs of unlabeled data-driven 
analytics systems focused on predictive machinery 
maintenance. As a complement to this architecture, 
an abstract framework for predictive maintenance us-
ing unsupervised learning is presented in section 5, 
together with an application that uses the Gaussian 
mixture algorithm. Section 6 shows a real-world sys-
tem that implements the proposed approach through 
a case study in an Italian automotive industry compa-
ny. Finally, after discussing this work's findings, and 
the comparison with the state-of-the-art, the research 
results are summarized, discussing benefits, limita-
tions, and future developments.

2. Literature review

Maintenance is crucial for manufacturing or-
ganizations, with the advent of Industry 4.0 driving 
new approaches and models for Maintenance 4.0 
[20]. Proper maintenance practices are essential for 
maximizing operational efficiency, preventing costly 
breakdowns, and extending the lifespan of machin-
ery [21]. Best maintenance practices encompass 
various aspects, including preventive maintenance, 
safety, and specific techniques to ensure maintaining 
machine reliability [22]. 

The integration of Industry 4.0 techniques en-
ables the development of predictive maintenance 
systems, such as those using ML to estimate and pre-
dict machinery degradation. These systems allow for 
informed decision-making regarding maintenance op-
erations [6]. Overall, adopting advanced maintenance 
strategies is crucial for improving industrial productiv-
ity and efficiency in the context of Industry 4.0.

2.1 Industrial machinery maintenance

The maintenance of industrial assets is a critical 
aspect of companies' efficiency and product quality 
[11]. In general, maintenance is defined as all the 
technical and managerial actions taken during the pe-
riod of use to maintain or restore the required func-
tionality of a product or resource [12].

In the manufacturing industry, maintenance con-
sists of carrying out all necessary actions to restore 
durable equipment or keep it in specific operating 
conditions [23]. The purpose is to maximize the ef-
fectiveness of the production system, preserving its 
functionality while controlling the cost induced by 
maintenance activities. 

Equipment maintenance is a task entailing sig-
nificant factories' resources (budgets, operators, time, 
etc.) [24]. For this reason, the simplest maintenance 
option is emergency maintenance, which essentially 
consists of repairing a machine when a failure is de-
tected.

However, unexpected breakdowns strongly im-
pact companies' costs [25] since repair expenditures 
are much higher than scheduled maintenance costs 
[26]. Thus, maintenance plans and strategies are de-
signed to reduce or eliminate the number of failures 
and related costs. Selecting a successful maintenance 
strategy requires a good knowledge of maintenance 
management principles and practices and specific 
facility performance [27]. Therefore, the main rec-
ognized maintenance approaches for an industrial 
context, such as those presented in [28], should be 
considered to better understand these strategies.

2.2 PdM in an unsupervised context

Discovering imminent faults (prognosis) can be 
seen as a particular case of outlier detection since it 
is an observation deviating from other observations 
that can arouse the suspicion that it was generated by 
anomalous equipment behavior [29]. Consequent-
ly, supervised, semi-supervised, and unsupervised 
learning methods are employed to solve this prob-
lem [30]. 

While supervised learning provides an effective 
approach to building ML models, in practice, labeled 
data in manufacturing is not usually available. There-
fore, a valuable alternative is unsupervised learning, 
which aims to build the representation of a given data-
set without any label-based feedback mechanism [31].

In the literature, studies oriented to PdM using 
the unsupervised learning approach for the mainte-
nance of industrial assets can be found. Amruthnath 
and Gupta suggested a methodology for early fault 
detection and fault class prediction [24]. The meth-
odology has been applied using density estimation via 
GMM Clustering and the K-means algorithm starting 
from the vibration data of an exhaust fan [32].

An unsupervised learning system based on Clus-
ter Analysis [33] has also been applied to the predic-
tive maintenance of aircraft engines. 
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Some research papers promote the idea of frame-
works for unsupervised learning to solve problems 
related to equipment maintenance. For example, 
Farbiz et al. [34] describe a framework based on 
cognitive analytics with unsupervised learning for 
machine health monitoring, anomaly detection, and 
predictive maintenance. The experimental results on 
an industrial robot demonstrate the effectiveness of 
their approach. 

The predictive maintenance framework proposed 
by Kim et al. [35] is based on unsupervised learning 
and consists of constructing a Health Index and Re-
maining Useful Life (RUL) predictions. The useful-
ness and applicability of the proposal were conduct-
ed through two different real-life cases: monitoring 
the condition of a pump in a manufacturing plant and 
a robotic arm in a production line of automobiles.

The technical or organizational problems en-
countered when implementing unsupervised ML 
solutions relate to the management of big data and 
the need to involve application domain experts. In 
particular, the acquisition of relevant manufacturing 
data is a widespread problem for ML applications, 
as the availability, quality, and composition of the 
manufacturing data at hand strongly influence the 
performance of ML algorithms [36]. Furthermore, 
preprocessing data also has a critical impact on the 
accuracy of the results, and a great deal of time is 
spent preparing the data and extracting information, 
the reason for which performance problems (low 
speed, low accuracy, high memory complexity [34]) 
may occur.

According to Wuest [37], in some cases, there 
might be no expert feedback about the results, mak-
ing it difficult to interpret them. Considering a preven-
tive maintenance strategy, a period of time or number 

of cycle intervals is defined, and an expert evaluates 
the condition at the end of this interval [38]. Expert 
knowledge is also relevant when interpreting data [39].

Our approach focuses on the unsupervised con-
text. The goal is to contribute to filling some gaps in 
the literature related to the acquisition and analysis 
of manufacturing machine data through a Big Data 
and IoT architecture. In particular, we propose an 
abstract framework for implementing PdM in unsu-
pervised learning contexts, which is formed of several 
steps independent of the algorithms used and, there-
fore, provides an abstract structure for testing differ-
ent unsupervised learning solutions.

3. Research Methodology

The main steps of the empirical research method-
ology adopted in this work to guide the investigation, 
as illustrated in Figure 1, are: 1. Literature review, 
2. System design, 3. System implementation, 4. Data 
analysis, and 5. Evaluation. The literature review re-
vealed a lack of in-depth studies for predictive main-
tenance of machinery in a scenario where historical 
data on machinery failures and their causes do not 
exist or are scarce. 

This consideration led to the formulation of the 
following two research questions:

RQ1: how effective are unsupervised learning 
models in identifying potential causes of machine 
failures and predicting future failures in industrial en-
vironments within an Industry 4.0 context?

RQ2: how can a predictive maintenance system 
that uses unsupervised learning models supported 
by Big Data and IoT architecture improve decision-
making processes in maintenance programs?

Figure 1. The research methodology
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In the following, the methodological steps of the 
research will be covered as follows: System Design in 
sections 4 and 5, where a system architecture design 
and selection of ML techniques for prediction are 
performed; System implementation and Data analy-
sis will be developed in section 6, where a case study 
was carried out in a mechanical company within the 
automotive sector to verify the efficiency of the de-
veloped PdM approach. In this section, a PdM sys-
tem model is designed and an abstract framework for 
PdM which utilizes unsupervised ML algorithms is 
proposed; Finally, the approach's Evaluation is car-
ried out in section 7, based on the results presented 
in section 6.3.

4. System architecture

Advanced diagnostic and prognostic algorithms 
require the definition of an appropriate architecture, 
such as the one presented in Figure 2. This PdM sys-
tem architecture designed for the implementation of 
our project is principally based on IoT and Big Data 
Analysis (BDA) technologies. This set of technolo-
gies is completed with the Internet of Services (IoS), 
which takes the processed information from Big Data 
tools and deploys it at the right place and in the right 
form [40].  

Generally, in the life cycle of Big Data in a data 
processing environment, it is always necessary to ac-
quire data, store it temporarily or permanently, ana-
lyze it, and produce outputs/results [41]. Therefore, 

the phases for extracting and analyzing large amounts 
of data and the development of an analytical model 
of industrial big data, that can be used for preventive 
and predictive maintenance, is typically carried out 
in three major stages: pre-processing (I), processing 
(II), and postprocessing (III). These stages contain 
the four phases of the Big Data life cycle: (1) data 
acquisition, (2) data storage, (3) data analysis, and 
(4) data exploitation.

I. Pre-processing: this stage is related to acquir-
ing and storing data from various sources of informa-
tion. It involves the implementation of the following 
phases:

1) Data acquisition: in this phase, the data is col-
lected from several sources such as CNC machines 
(computerized numerical control)/PLC (program-
mable logic controller) and sensors connected to the 
machines (e.g., energy and vibration sensors). After 
this, filtering and cleaning data processes are per-
formed before storage.

2) Data extraction, transformation, and storage: 
once content from the mentioned data sources is 
retrieved, it is stored in a centralized server through 
a software component developed as an automatic 
storage mechanism, which allows for managing large-
scale datasets.

II. Processing: this stage is related to analyzing 
the data obtained in the previous phases and devel-
oping the Big Data analytical model for predictive 
maintenance. Hence, the data analysis phase report-
ed in Figure 2 is performed as follows:

3) Data analysis: the implementation of the ML 

Figure 2. A predictive maintenance system architecture is based on integrating the IoT, BDA, and IoS concepts mentioned in [6]
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analytical model for predictive maintenance is first 
performed. An algorithm is used afterward to process 
and analyze the collected data, aiming at diagnosing 
anomalous behaviors on machines and prognosing 
maintenance needs. Details of this implementation 
will be presented in the section describing Gaussian 
Mixtures (GM) as an indication of anomalous ma-
chine behavior.

III. Post-processing: this stage concerns the ex-
ploitation of the results of the performed analysis em-
ploying the following process:

4) Data exploitation: it includes the interpreta-
tion of the discovered patterns by the implemented 
algorithm. The knowledge acquired is organized and 
presented through data communication/visualization 
mechanisms so that the client can use it. To achieve 
this, thresholds are created and used in the visual-
ization tool to communicate instantly with all stake-
holders and thus help them identify patterns, trends, 
and correlations. Finally, the results are evaluated to 
verify the approach's effectiveness and to find im-
provement opportunities, allowing for new and better 
functionalities to be subsequently integrated into the 
feedback mechanisms.

As presented in Figure 2, the execution of the 
life cycle of Big data analysis within the technologi-
cal architecture occurs initially with the integration of 
systems of sensors, IoT, and communication devices 
with the machine (quadrant a, upper left), turning 
the machine into a structure capable of providing 
production data, through the communication layer, 
serving phase 1 of the Big data analytics process: data 
acquisition using a specialized software component 
(quadrant b, lower left). Then, this information is re-
ceived and sent to a central server, database, cloud 
system, data warehouse, or any other storage solution 
as part of phase 2: data extraction, transformation, 
and storage. These two phases constitute stage I of 
the life cycle of Big Data: preprocessing.

Once the data has been stored, Big Data analytics 
processes (quadrant c, bottom right) can be run to 
diagnose machine health conditions, predict poten-
tial failures, or make RUL predictions. These steps 
correspond to phase 3: data analysis, performed in 
stage II: processing.

Finally, in the IoS (quadrant d, upper right), data 
visualization, as part of phase 4: data exploitation 
enables the maintenance responsible to making in-
formed decisions, establishing maintenance policies, 
and planning preventive maintenance activities. In 
this way, stage III: post-processing is carried out with 
the help of specialized data visualization tools.

5. Machine Learning for predictive 
analysis

ML refers to the process of teaching a computer 
system by exploring patterns and discovering infer-
ences among data without explicitly programmed 
instructions [42], using an algorithm capable of learn-
ing with minimum or no additional support. In main-
tenance, ML can be used to predict potential faults 
and future equipment conditions (prognostics).

ML algorithms are commonly divided into super-
vised and unsupervised models [42]. The supervised 
models predict future events by learning models 
trained using labeled data points [43], while unsuper-
vised models are trained on all data points and are 
used primarily for data clustering. In this research, 
given the unlabeled data coming from industrial ma-
chines, the main focus has been on using unsuper-
vised learning as the foundation of an unsupervised 
predictive maintenance approach. The problem of 
PdM using unsupervised learning was approached 
with the definition of a framework with several steps, 
which aims to provide a structure for testing different 
unsupervised learning solutions. Figure 3 shows the 
proposed framework at an abstract level; the steps 
are independent of the decision of the algorithm and 
the evaluation metrics to be used, and therefore dif-
ferent techniques could be used and tested in other 
contexts.

Based on the framework and according to the 
characteristics and behavior of the variables used in 
this research, corresponding to energy, acceleration, 
and velocity data, we have used clustering to group 
points based on a defined algorithmic criterion. 
In the case study of Section 6, we have chosen the 
GMMs and trained them to detect anomalous data 
points.

5.1 Gaussian Mixtures as an indicator of 
anomalous machine behavior

The GMM is a parametric probability density 
function represented as a weighted sum of Gaussian 
component densities. GMMs are commonly used as 
a parametric model of the probability distribution of 
continuous measurements or features in several sys-
tems [44]. It is one of the most popular data clus-
tering methods where each cluster obeys Gaussian 
distribution. The task of clustering is to group ob-
servations into different components by estimating 
each cluster's parameters [45]. The parameters are 
estimated from the training data using the iterative 
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Expectation-Maximization (EM) algorithm [44], a 
general method of finding the Maximum Likelihood 
Estimation (MLE) [46], which is used to estimate the 
parameters of an assumed probability distribution, 
given some observed data.

GMM can be used as an anomaly detection algo-
rithm. In particular, an anomaly is a point in space 
that does not belong to any cluster. The anomalous 
points can be further processed to obtain a metric for 
the effective and probable anomalous behavior of an 
industrial machine.

The discussion of how GMM is used for predic-
tive maintenance machine tools is further explained 
in the next section.

6. Case study

A case study was conducted in a mechanical com-
pany in the automotive sector to validate the effective-
ness of the developed approach to predictive main-
tenance. Its implementation in GMM attempts to 
improve facility maintenance management activities, 
fitting an ML model able to support the prediction of 
degradation of a milling machine. A milling machine 
is used to remove metal from the workpiece with the 
help of a revolving cutter called a milling cutter. Due 
to its operating characteristics, we decided to analyze 
the energy, acceleration, and velocity variables, using 

Figure 3. a) A framework for unsupervised learning; b) A framework instance that uses Gaussian Mixtures for predictive 
maintenance 



311 Nota et al.

International Journal of Industrial Engineering and Management Vol 15 No 4 (2024)

sensors, since they are associated with some of the 
main reasons for failure in this type of machine. 

The developed software stores and analyzes the 
data collected from the milling machine and visual-
izes potential energy and vibration anomalies, the 
latter as a possible consequence of alterations in 
acceleration or velocity. The method, models, and 
technology can be applied to other milling machines 
or lathes with little or no variation.

6.1 A predictive maintenance system model

This section describes the PdM system model de-
signed to implement our approach. The prototype 
created as a PdM system is based on KITAMURA 
milling machine with CNC. Energy and vibration 
sensors have been applied to these machines for en-
ergy and vibration monitoring and analysis because 
they take care of measuring parameters that change 
according to modifications and disturbances in the 
mill process.

These sensors are connected to a local network, 
which becomes part of a CPS as shown in the quad-
rant a of the architecture in Figure 2. In turn, IoT 
techniques are used to retrieve the information col-
lected from the sensors and send it securely to a cen-
tralized server.

The preventive maintenance application is served 
by a software component directly accessing the data 
server. This way, the data produced by the sensors 
(Sensor data logs) are first read and then processed 
to analyze the machine's performance. The Big Data 
Node-Red framework has been used to manage this 
networked data in daily and sensor-wise synchro-
nized CSV files (see quadrant b of the architecture). 

Once the massive data produced in the factory is 
rendered into a more concise and informative form, 
it is used to train and fit an anomaly detection algo-
rithm, which identifies anomalies in the data. For the 
specific case of this study, the GMM was implement-
ed according to the abstract steps of the framework of 
PdM in unsupervised learning. The data processing 
phase, presented in the next section, describes a par-
ticular instance of the abstract framework focused on 
the data analysis process.

Finally, the anomalies extrapolated from the 
data are represented graphically to the maintainer 
responsible for carrying out informed maintenance 
scheduling activities. In case of excessive accelera-
tion, velocity, or energetical alterations during ma-
chine operation, the application triggers appropriate 
alerts as necessary which can be related to preventive 
checks or extraordinary maintenance. 

6.2 PdM approach implementation

This section presents an application of the theo-
retical concepts discussed above, following the three 
major stages indicated in the Big data and IoT ar-
chitecture of Figure 2: preprocessing (I), processing 
(II), and post-processing (III). In addition, it includes 
the abstract framework, which supports the data anal-
ysis process as part of stage II, where the GMM was 
used as the anomaly detection algorithm. 

I. Data collection and preprocessing
As part of the data collection phase, industrial 

machine data in this research was collected from 
the CNC machine using energy and vibrational sen-
sors. Among the numerous variables returned by 
these sensors, for this work, we have selected those 
described in Figure 4. The energy sensors collected 
the tension (Volts), current (Amperes), and power 
(Watts) data every 200 milliseconds, while the vibra-
tion sensor collected acceleration, velocity, and dis-
placement data every 100 milliseconds.

Voltage and current values correspond to data 
from a three-phase power installation. We also have 
the value of average voltage, average current, and to-
tal power, respectively (Vsis, Asis, and PAtsis), and 
the timestamp. Figure 5 shows an extract of the en-
ergy data log. 

Figure 4. Data collected from a milling machine 

Figure 5. Energy data log
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On the other hand, Figure 6 shows the data con-
tained inside the acceleration, velocity, and displace-
ment data log, where the machine state indicates 
whether the machine is running (1) or is stopped or 
turned off (0). As an example of the cleaning pro-
cess, data not offering a significant contribution to the 
analysis are removed or not taken into account, such 
as those corresponding to machine state 0, since they 
do not generate any variation in the machine accel-
eration and velocity measurement. 

The data has been obtained as a summary of the 
original signal for each of the vibration sensor vari-
ables (variable type: acceleration-1, velocity-2, and 
displacement-3). The original signal was divided into 
intervals, and each interval was summarized with 
the following values: maximum value, average of the 
highest values, minimum value, average of lower val-
ues, and timestamp.

The data collected by the energy and vibration 
sensors were sent to the data server on the local net-
work. The data server is responsible for filtering and 
cleaning out incoming data from sensors while the 
machine is not running and organizing the data in 
CSV files related to a single day.

II. Data processing
To carry out the data analysis phase established 

by this stage, we first derived the abstract framework 
shown in the left side of Figure 3 where the steps 
are independent of the decision of the algorithm and 
the evaluation metrics to be used. Then, the instance 
shown on the right side uses GMM and ML as one of 
the possible solutions. The choice of using GMM in 
our case study was given by the necessity of a fast al-
gorithm able to perform accurately in a context char-
acterized by high volumes of data. In particular, GM 
models represent data more accurately, compared 
to other clustering algorithms (such as K-means), as 
they incorporate information about the covariance 
structure of the data. 

Once data was collected from different sources 
and stored on a centralized server as part of the data 
collection and preprocessing phase, it was organized 
into five directories: Current, Power, Tension, Ac-
celeration, velocity (Vibration), ElectricalAndVi-
brational. Each directory represents a variable group 
(e.g., the set of variables V1N, V2N, V3N, V12, V23, 
V31 of a three-phase system) while, in the case of the 
ElectricalAndVibrational directory, it contains tem-
porally synchronized data from power, acceleration, 
and velocity variable groups.

Unlabeled data in the directories has been used 
to create five different GM models whose goal is to 
indicate an electrical problem (current, voltage, or 
power anomaly), a mechanical problem (accelera-
tion or velocity anomalies), or a problem related to 
an anomalous relationship between mechanical and 
electrical variables. 

It is possible to identify data anomalies starting 
from the clusters of the five models given as output 
from the GMMs. A point is considered anomalous if 
it does not belong to any cluster. Specifically, a point 
P does not belong to any cluster when the probability 
of P belonging to each cluster is less than a threshold 
T. For example, if the threshold T is 40% and there 
are four clusters, then a point P is considered anoma-
lous if, for each cluster, the probability of P belonging 
to it is less than 40%. 

In most cases, an anomalous point does not de-
fine a faulty behavior of the machine or a failure; it 
only defines an anomalous instantaneous condition 
of the machine. For this reason, we propose an ap-
proach that exploits anomalies for predictive mainte-
nance by using this simple assumption:

"The greater the number of anomalies of a vari-
able group is present in a specific time interval, the 
greater the probability of a real failure occurring". 

Figure 6. Acceleration, velocity, and displacement data log
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The data processing steps can be summarized as 
follows:

a)	 Data is stored in CSV format and synchro-
nized temporally.

b)	 Five GM Models elaborate the clusters over 
five different variable groups (1. current, 2. 
power, 3. tension, 4. acceleration and veloc-
ity, and 5. power, acceleration, and velocity). 
Each model follows a training process having 
25 mixture components (each component 
with its general covariance matrix), 200 itera-
tions of the expectation-maximization algo-
rithm performed and randomly initialized 
weights.

c)	 For each GM model, the anomalous points 
are identified at about a threshold T (in the 
test case, generally close to 40%), with T cal-
culated heuristically as the threshold guaran-
teeing few anomalies in the data per day.

d)	 For each GM Model, the anomalies identi-
fied are summed over a specific time interval 
(e.g., one day). 

e)	 Every week the models are retrained to en-
sure more reliable results and to be able to 
identify previously not encountered anoma-
lies.

The fourth step represents the assumption and 
is necessary to create the appropriate graphical tools 
to support predictive maintenance. These graphical 
tools have been developed using the software de-
scribed in the next section.

III. Data exploitation
As part of the PdM system, a software applica-

tion was developed for data visualization, providing 

the maintainer with a graphical tool allowing a quick, 
clear understanding of the information. Thanks to 
graphic representation, we summarised the multivari-
ate analysis of industrial machine data understand-
ably and coherently, which helps to comprehend the 
information and establish preventive maintenance 
decisions.

The system can show information about anoma-
lous events ordered and summed temporally in dif-
ferent time intervals (1 day, 3 days, 1 week, 2 weeks, 
and 1 month) and for different variable groups (cur-
rent; power; tension; acceleration, and velocity; and 
power, acceleration, and velocity). As an example, 
Figure 7a shows the potential anomalies in a 1-day 
interval for the current variable group, while Figure 
7b includes the combination of power, acceleration, 
and velocity; each point of the line drawn in the graph 
represents the number of anomalous data points, 
derived from the output of the GMM models, in a 
specific day. Therefore, the more the trend grows in 
the graph, the more it is necessary to consider the 
possibility of extraordinary maintenance or plan one 
shortly.

The user interface considers a simplified repre-
sentation of the multimodal analysis of the GMMs, 
avoiding showing tables of n-dimensional data. This 
choice is coherent with the visual management sce-
nario where visual stimuli communicate important 
information about a phenomenon at a glance, help-
ing to convey relevant, easy-to-understand informa-
tion [47].

The horizontal yellow line represents the maxi-
mum level that the number of anomalies can exceed 
before requiring a preventive check, while the red 
line indicates the need for extraordinary mainte-

Figure 7a. Tension variable group resulting chart
 

Figure 7b. Power, acceleration, and velocity combination 
resulting chart
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nance. The position of the yellow line is given by one 
standard deviation from the mean, while that of the 
red line is by two standard deviations from the mean.

Standard deviations are a simple anomaly detec-
tion tool in single variable distributions and are used 
in this case for detecting a higher-than-normal num-
ber of anomalies that occurred in a single time inter-
val (e.g., one day) compared to other time intervals. 

To summarize, an excessive number of anoma-
lies in a time interval is a probabilistic indication of 
a possible failure of the machine. Domain experts 
analyzed those patterns after the data visualization 
tool reported a condition worthy of attention from a 
potential machine failure standpoint. As the GMM–
based system can identify unseen anomalous behav-
iors of the machine, the role of domain experts is 
to confirm that the anomaly identified by the system 
corresponds to a potential failure of the device. In 
other words, the system works as an early alerting sys-
tem to prevent future costly damage. In addition, be-
cause a machine tool consists of mechanical, electri-
cal, and electronic subsystems, the signal of probable 
impending failure obtained through GMs must be 
interpreted to identify the subsystem and the cause 
of the signal.

These tools have been used to suggest when to 
do maintenance, depending on which chart shows 
the yellow or red line surpassed, if the problem is 
electrical, mechanical, or if it is a problem caused by 
the interaction of the mechanical and electrical phe-
nomena.

6.3 Preliminary results

The establishment of Condition-based mainte-
nance (CbM) policies, as part of an effective preven-
tive maintenance program, was performed based on 
the technological architecture implemented in the 
model shown in Figure 2. At the time of writing, the 
development concerns the two KITAMURA pilot 
machines object of experimentation. Still, shortly, all 
machine tools in the production department will be 
equipped to be part of the CPS. Experimental data 
have been collected from the start of February 2021 
to the end of December 2022.

	The scenarios we considered to use our frame-
work refer to the different types of production: batch, 
mass, and engineer-to-order. In the case of mass and 
batch production, a model training in as little as a few 
weeks of data can produce an effective analysis. On 
the other hand, the situation is more complex in the 
engineer-to-order production described in the case 
study. In fact, in this type of production, the setup, 

tools, and raw materials can change even during the 
same day, which also leads to significant variations in 
the energy input power and the degree of vibration of 
the machine tool. In this case, to deal with the wide 
variety of scenarios, the unsupervised learning mod-
els were trained periodically to auto-adapt to the new 
and diverse data values.

	Our approach allowed us to study the influence 
on the machine's behaviors of 1) a single variable, 2) 
a group of variables of the same type representing a 
machine behavior (e.g., the three current variables in 
a three-phase system), and 3) combined variables of 
different types (such as power and acceleration). This 
procedure is possible because the ML algorithm can 
be instructed to learn from a single variable type or 
a combination of variables. Moreover, in the case of 
potential machine anomalies, this feature provides 
selected information to an expert, which helps orient 
the analysis of possible causes of an imminent fault. 

	During this period, the system has shown an in-
creasing trend of data anomalies provided as an out-
put of the methods used on the KITAMURA ma-
chine four times.

	Case 1: an anomaly has been signaled because of 
an anomalous trend of variables A1, A2, and A3, rep-
resentative of current data. As shown in step 3 of the 
proposed framework (Figure 3), the expert's analysis 
has shown incorrect electrical wiring that has been 
fixed with a corrective maintenance operation.

	Case 2 and 3: An increasing trend of the number 
of anomalies detected by the model analyzing power 
and acceleration variables was observed, indicating 
a potential failure in the imminent future. In both 
cases, it was decided to continue production and 
monitor the machine's status. In case 2, the machine 
KITAMURA1 has produced a not negligible num-
ber of defective pieces. Consequently, a mechanical 
engineer identified the cause of a spindle bearing 
about to break. In case 3, concerning the machine 
KITAMURA2, the expert identified tool wear as the 
cause of the anomalous behavior. 

	Case 4: In this case, the anomalous behavior sig-
naled by the model has not been associated with any 
cause.

	The results first indicate the system's effectiveness 
in detecting preventively anomalous machine behav-
iors and effectively transmitting this information to 
maintainers and production managers, who can de-
cide to start a maintenance operation based on the 
system output if necessary.
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7. Discussion

	The main contribution of this work concerns the 
introduction of a framework for predictive mainte-
nance based on unsupervised ML, a topic not suf-
ficiently covered in the scientific literature. The data 
analysis was positively impacted by a PdM system 
developed for data acquisition, analysis, and visual-
ization, which uses unsupervised ML models for ear-
ly failure diagnosis and prognosis in situations with 
unlabeled data. Thus, the maintenance manager has 
a graphical tool that helps to better understand the 
behavior of the machines through the information 
collected by energy and vibrational sensors. This tool 
provides support for more effective preventive main-
tenance decisions. 

	Similar works have also studied predictive main-
tenance in unsupervised conditions. For example, 
Farbiz et al. [34] studied the correlation between ro-
bot controller data, energy data, and vibration data 
sources to detect machine anomalies. Our approach 
is different in that it allows the analysis of single or 
correlated variables with the advantage of providing 
information on the kind of failure. From Kim et al. 
[35], the equipment RUL prediction is based on the 
Health Index degradation curve of the equipment 
and a threshold when there is no historical data. 

	In additional works such as that of Del-Campo 
et al. [39], Zhao and Mata [48], Alaoui-Belghiti et 
al. [49], and Amruthnath and Gupta [24], dictionary 
learning methods to generate a set of anomaly scores, 
together with unsupervised learning algorithms are 
used to discover patterns and rules from historical 
data. Our work enriches an area, the PdM of ma-
chine tools in Industry 4.0 using unsupervised learn-
ing, not sufficiently covered in the literature. 

	In Table 1, the differences between our frame-
work and other frameworks proposed in the literature 
are listed. The framework features are the following: 
A) unsupervised learning for predictive maintenance; 
B) temporally continuous strategies of auto-adapting 

the unsupervised learning model (e.g., via retraining 
strategies); C) machine-human feedback loop aimed 
at improving predictive maintenance for specific in-
dustrial contexts; D) specialized machine fault iden-
tification capabilities by using multiple unsupervised 
learning models per data source (e.g., one model for 
energy data, one for vibrational data and one includ-
ing both sources); E) scalable retraining solutions 
dealing with Big Data issues that are typical of manu-
facturing industries.

This work was developed as part of a multi-year 
research and innovation programme aimed at achiev-
ing several objectives for the transition to Industry 
4.0, including:

	- The realisation of a total productive mainte-
nance system by integration of Industry 4.0 into 
Total Productive Maintenance [50], with par-
ticular reference to the innovation proposed in 
this work.

	- The realisation of a system for sustainability in 
manufacturing [51]

	- The realisation of a software system, currently 
under development, for the intelligent and sus-
tainable management of a supply chain in line 
with the results described in [52] for manufac-
turing supply chains. We also are considering 
the challenges entailed by the creation of new 
management systems in the Industry 5.0 sce-
nario [53].

   In this holistic view, the issue of machinery main-
tenance, in addition to the main benefits of decreas-
ing the cost of keeping machinery in good shape and 
decreasing production downtime, also brings smaller 
but equally significant benefits in relation to pro-
duction sustainability. Additional benefits concern 
reduction of waste and scrap due to malfunctioning 
machinery and energy savings as production stops 
caused by breakdowns result in unnecessary energy 
consumption in absence of production.

   From a management point of view, the proposed 
solution has the following implications. Firstly, one 

Work Feature A Feature B Feature C Feature D Feature E

Our work x x x x x
Farbiz et al. [34] x x x

Kim et al. [35] x x x

Del-Campo et al. [39] x x

Zhao and Mata [48] x

Alaoui-Belghiti et al. [49] x

Amruthnath and Gupta [24] x x

Table 1. Differences between our proposal and other frameworks existing in the literature 
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issue to be addressed when implementing predictive 
maintenance solutions using Industry 4.0 technolo-
gies concerns the cost of the solution. The manager 
must evaluate if it's worth the risk because the cost 
of the technology can be important. In most cases, 
there is already a cyber-physical system in place in 
the factory for planning, monitoring and controlling 
production, so the investment comes down to the 
software component alone.

	A second aspect concerns the decision on how to 
allocate resources (hardware, software, people, time) 
to Total Productive Maintenance systems involving a 
mix of approaches to machine maintenance. It was 
found, during the development of the case study, that 
fewer resources were allocated to processes involving 
periodic machinery maintenance in favour of those 
involving predictive maintenance. This is a conse-
quence of the advantages that the latter entails (e.g. it 
is not necessary to replace a machine component pe-
riodically if it is in good condition). The maintenance 
planner has therefore revisited the mix of approaches 
to Total Productive Maintenance in order to make 
the most of the advantages of using predictive main-
tenance.

   Although this work is empirical, it raises some 
theoretical reflections. Referring to the picture shown 
in Figure 3a, the second step involves the use of an 
ML algorithm to identify anomalous states in the col-
lected data. In Figure 3b, a GMM-type algorithm is 
suggested because it allows good flexibility in cluster-
ing and the treatment of multimodal data. These ad-
vantages make GMMs a powerful and flexible tool 
for anomaly detection. However, the framework is 
general and does not limit the choice of ML algo-
rithm.

Algorithms that compete with GMM (e.g. K-
Means Clustering) include various clustering, den-
sity estimation and unsupervised learning methods. 
The choice of the best algorithm often depends on 
the specific nature of the data and the problem to be 
solved. In the case of predictive maintenance, further 
studies are needed which can indicate in the various 
possible scenarios (applications on machine tools, in 
handling systems and in supply chains) which are the 
best choices with respect to the problem to be solved.

8. Conclusions

Diagnosing and prognostics are two crucial aspects 
of preventive maintenance programs. Prognostics are 
usually applied to achieve zero-downtime perfor-
mance through prediction, whereas diagnostics are 

required when faults occur. To improve the failure 
prediction capabilities of machine tools, the research 
achieved the following findings:

1.	 An architectural model designed specifically 
for preventive and predictive maintenance, 
to optimize the maintenance of industrial 
machinery.

2.	 A new abstract framework for predictive 
maintenance, which uses an unsupervised 
machine learning algorithm to improve the 
efficiency and accuracy of maintenance pro-
cesses. 

The abstract framework gives a general perspec-
tive allowing the use of different unsupervised ML 
for anomaly detection, which means that the frame-
work does not depend on a specific algorithm. Ad-
ditionally, our model is automatically retrained to 
improve the accuracy of the results.

	To validate the framework in a real-world applica-
tion, a cyber-physical architecture was implemented 
together with a framework instance that uses ML and 
a GMM–based system for the PdM of machine tools. 
The application is operational in an Italian automo-
tive manufacturing industry company with encourag-
ing results from the point of view of the effectiveness 
of the implemented solution. 

	Following the experimentation carried out over 
a two-year period in which data were collected, ana-
lyzed, and evaluated, it was possible to make the fol-
lowing observations on the research questions:

	Implementing unsupervised machine learning 
algorithms in the project has proven effective within 
the experimental timeframe. These algorithms suc-
cessfully identified anomalies in the machinery, lead-
ing to necessary emergency maintenance activities, 
as demonstrated in the case study. In this sense, the 
results obtained empirically allow us to conclude pos-
itively for RQ1, that unsupervised learning models 
effectively identify potential causes of machine fail-
ures and predict future failures in industrial environ-
ments.

	Similarly, in response to RQ2, the decision-
making processes in maintenance programs have 
significantly improved due to the visual management 
enabled by the developed PdM system. The results 
generated by this system are useful for various roles 
in the maintenance process, including operators, 
maintenance planners, and the maintenance team. 
The damage hypotheses provided by the algorithm 
facilitate more autonomous and timely decision-
making. This is because the system, supported by Big 



317 Nota et al.

International Journal of Industrial Engineering and Management Vol 15 No 4 (2024)

Data and IoT architecture, enables the identification 
of anomalies according to the visual management 
paradigm, allowing for effective informed decisions.

	A limitation of this work certainly stems from the 
fact that expert advice is needed to validate the au-
tomatic reporting and interpret the data to identify 
which machine tool component is likely to fail in the 
near future. However, unsupervised learning solves 
the problem of predictive maintenance in all those 
scenarios, which is widespread in the manufacturing 
environment, where historical data on past failures 
have not been collected that could enable supervised 
learning and a consequent reduction in the effort of 
the maintenance expert.

	This research can be developed in several direc-
tions. First of all, the advent of Industry 5.0 poses 
new questions about the role to be played by hu-
mans interacting with automated systems to improve 
monitoring and control processes. This is considered 
increasingly important in future research due to the 
knowledge learned by machine learning cannot win 
human domain knowledge [54].

	This topic needs to be explored in machinery 
maintenance, as further improvements may result 
from the harmonious interaction of maintenance 
systems with human roles involved in maintenance 
activities (planners, machine workers, maintenance 
teams).

	A second line of research concerns the develop-
ment of graphical interfaces suitable to support the 
visual management paradigm [55] for maintenance 
processes. The usability of such interfaces is essen-
tial to enable an operator to promptly and effectively 
identify and react to potentially critical situations re-
ported by visual software tools. The design and im-
plementation of effective GUIs can benefit from the 
study proposed in [56].

	Finally, future development of this work will con-
sider integrating the designed IoT and Big Data archi-
tecture with different ML algorithms, such as those 
for prescriptive analysis [57]. This way, the mainte-
nance programs could be optimized by developing 
advanced recommendation systems, which help sug-
gest the actions to undertake during maintenance.
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