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1. Introduction

Industry 4.0 is shifting all manufacturing industries
on a platform of shared resources, That warrants for 
any potential customer to select the vendors on a reli-
able basis for which an established prediction system 
of future performance becomes imminent. Also, for 
successfully applied requirements of Industry 4.0, the 
production will be very flexible with high productivity 
and fewer resources [1]. In the present scenario of a 
competitive market, manufacturing industries are fo-
cusing on improving effective performance to sustain. 
In order to support the improvement of production 
processes, various techniques have been developed 
in Japan, throughout its industrialization quest. Total 

Productive Maintenance [2] is a well-known method 
developed by Nakajima in 1971. It is a strategy that 
optimizes the effectiveness of equipment, eliminates 
breakdowns, and promotes autonomous mainte-
nance by involving the total workforce in an organiza-
tion. It also has a direct impact on improving overall 
production equipment performance [3]. It is a bot-
tom-up approach where people from every depart-
ment in an organization involve to enhance equip-
ment efficiency and productivity.

Overall Equipment Effectiveness (OEE) is a mea-
sure of TPM that stipulates the effective functioning 
of equipment and machinery [4]. It tracks the actual 
performance of the machine concerning its perfor-
mance capabilities under optimal manufacturing 
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conditions [5]. It employs as a measure to compare 
companies effectiveness and efficiency irrespective 
of the type of industry. Usually, OEE is calculated 
manually by multiplying factors such as availability, 
performance, and quality. Benchmarking study is 
applied to select the best manufacturing practices 
to improve the performance of the production line 
and the total return of OEE [6]. The manufacturing 
companies analyses vital performance indicators by 
using appropriate software tools such as TAPS and 
AHP with the help of managers in making strategic 
decisions [7].In some studies, Excel is also used to 
evaluate OEE [8].

In this research, the future prediction of availabil-
ity, performance, quality, and OEE aims from the 
past data using two different techniques(algorithms), 
namely Simple moving average and Holt’s double 
exponential smoothing methods through R studio. It 
is an open-source language used in a wide range of 
data analysis fields and also developed for statistical 
analysis, data reconfiguration, and machine learning. 
R is flexible and extends with high speed [9]. It al-
lows practicing a wide variety of statistical and graph-
ical techniques like linear and nonlinear modeling, 
time-series analysis, classification, standard statistical 
tests, clustering, etc.  Hence it is mostly used by data 
analysts, quantitative analysts, and research program-
mers for data importing and cleaning based on the 
user requirement. 

Further, R is applied in many fields, such as fi-
nance, marketing, etc. Because of the advantages as 
mentioned above, R programming is a suitable selec-
tion to use data science approach.  All these features 
make R the best choice for data science, big data 
analysis, and machine learning [10].

Every machine learning algorithm gives its best 
results based on the algorithm that fits its assump-
tions and the criteria for predicting the variables. In 
this work, we have developed two techniques for the 
prediction of OEE. Using each method, we have per-
formed three accuracy models in R studio, such as 
mean absolute deviation, mean absolute percentage 
error, and root mean square error for evaluating the 
accuracy of OEE. These three accuracy models are 
compared in both the techniques and found that the 
mean absolute deviation method gives the minimum 
error.

The simple moving average is a technique that 
measures the overall trend of the data set.  It mea-
sures the percentage of any subset from the data set. 
The simple moving average can be easily modified to 
fine-tune its performance and gets biased when the 
trend is consistent with minimum values [11]. The 

simple moving average is frequently accompanied 
by time-series data to smooth short term variation 
and emphasize long term trends or cycles. From the 
above statement, the result between the long term 
and short term depends on the approach. And the 
framework of a simple moving average is set accord-
ingly. The simple moving average employs both long 
term investors and short term traders [12].

Holt’s Double exponential smoothing method is 
adapted to track time series with a linear trend. This 
technique smooths the direction and slopes direct-
ly by using different smoothing constants [13]. This 
method responds more quickly to the most recent 
changes than the simple moving average. Hence we 
have identified that this method results in a mini-
mum error when compared with the simple moving 
average method. Also, when we are using the model 
to predict the future trend with recent data, it is more 
effective in obtaining accurate values. In this paper, 
the smoothing constant (α) and trend constant (β) 
have been given different values for smoothing the 
benefits. After many iterations, we found 0.1 for both 
α and β  to result in better smoothing.

The two different techniques are validated and 
compared based on error.  From the analysis, we find 
that the Holts Double exponential smoothing meth-
od to result in a predicted value with a minimum er-
ror when compared with actual test data.

2. Predictive Analytics

Predictive analytics has gained importance in 
many industries as it enables well-informed decision 
making by identifying and eliminating real-time waste 
and predict the risk of downtime. In consideration 
of machine learning, Predictive analytics consists of 
two techniques, such as supervised learning and un-
supervised learning. In this article, supervised learn-
ing is employed for two forecasting techniques by 
using historical data of OEE with the desired output. 
Also, a system algorithm is developed to consider any 
current trend by using Unsupervised learning. Un-
supervised learning is applied in python, where the 
algorithm is developed based on the input informa-
tion such as losses of availability, performance and 
quality, through which output is attained in the form 
of major losses that are affecting OEE.  

This paper focuses on two different techniques of 
time series forecasting modeling. Time series fore-
casting works on time-based data and the unpredict-
able nature of the market, which we have been at-
tempting to quantify.
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But for useful analytics, the right quality data, best 
practice application, and prediction of opportunities 
for improvement are essential [14]. It states that tech-
nology connected with development, implementa-
tion, and widespread use of computer systems based 
on mathematical modeling, through which perfor-
mance of production can be improved [14]. Failure 
mode effect analysis identifies the root cause of the 
OEE measure to increase the productivity of an or-
ganization [15]. A controller and software augmented 
in visual basic calculates the OEE and collects the 
data automatically without the observation of the op-
erator. This software analyses the data and predicts 
the losses and problem areas that are affecting overall 
equipment effectiveness [16]. It states that the simu-
lation model demonstrates Predictions, recommen-
dations, and dynamic optimization [17]. The Cloud 
computing-based simulation model manufacturing 
system is employed to improve efficiency and reduce 
costs related to production [18]. Prediction of OEE 
by applying statistical tools are employed to correlate 
assessment and predict the shutdowns for mainte-
nance [19]. A Prediction tool is employed to capture 
real-time data from the production system and also 
used to forecast future data [20]. DMAIC, statistical 
process control, and Autonomous maintenance are 
applied to evaluate the OEE measure through au-
tonomous maintenance that helps to identify the loss 
mechanism of the equipment where it even cannot 

be noticed by production personnel that results in 
enhanced OEE [21]. Minitab 16 is applied to identi-
fy the influencing factor and classic relation between 
availability, performance, and quality rate by employ-
ing regression analysis [22].

The predictive model related to forecasting tech-
niques is developed for determining the accuracy of 
OEE, predicting future events in overall equipment 
effectiveness through R studio, as shown in Figure 1.

Prediction accuracy is essential to achieve the de-
sired results. Hence the recent one-year data is always 
taken for prediction.

3. Methodology

3.1 Data quality

The Overall Equipment effectiveness data for one 
year is collected from the Auto ancillary company. 
We have noticed that there is an inconsistency within 
OEE data where parameters affecting OEE are hav-
ing more influence than achievable, which results in 
the variation of equipment efficiency. To achieve the 
accuracy in predicted OEE data, the normalization 
of availability, performance, quality, and OEE data 
is carried out in the Anderson darling test by using 
Minitab, as shown in Table 1. 

The obtained p values are as shown in Table 2 
and Figure 2. 

Figure 1. Predictive Analytics

SNO 1 2 3 4 5 6 7 8 9 10

Availability 73 68 56 42 50 49 40 58 69 63

Performance 88 82 91 75 76 62 58 50 83 87

Quality 76 80 78 82 72 70 74 80 80 82

OEE 64 62 52 53 51 49 54 57 57 56

Table 1. Normalized data of three parameters and OEE
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Anderson darling test is a normality test that is 
developed to detect departures from normality. The 
test rejects the hypothesis of normality when the p-val-
ue is less than or equal to 0.05. The test accepts the 
premise of normality when there are no significant 
departures. The data is employed in the forecasting 
model to predict the occurrence of future events 
through which the data quality is improved and also 
to attain higher accuracy in data. 

4. Model Selection for predicting OEE

A random effect non-linear regression model 
specifies the constant time model, which was applied 
to formulate a prediction model for the learning rate. 
A two-stage analysis was implemented to evaluate 
the parameters and monitor OEE [23]. The three 
metrics and OEE data for one year is considered for 
selection, prediction, and validation using an algo-
rithm.  R studio develops the simple moving average 

and Holt’s Double exponential smoothing model for 
the prediction of data. The availability, performance, 
quality, and OEE data imports into the R studio file. 
In R studio, we found training, testing, and predic-
tion of data by using two algorithms. One is a simple 
moving average, and the second is Holt’s double ex-
ponential smoothing, as shown in Figure 3. 

The evaluation of the accuracy of output data de-
termined by mean absolute deviation, mean absolute 
percentage error, and root mean square error. The 
mean absolute deviation of a data set defines the 
sum of the difference between the predicted value 
and the average divided by the amount of the num-
ber of data points. Mean absolute percentage error 
is the measure of prediction accuracy of a forecast-
ing method in statistics. Mean absolute deviation can 
be easily understandable by non-specialists. It is less 
sensitive to the effects of outliers and gives a better 
estimate of average error when the distribution of er-
ror is far from normal [23]. Mean absolute deviation 
is employed for forecasting to minimize the error 

Figure 2. Anderson Normalization test for (a)Availability (b) Performance (c) Quality (d) OEE

SNO 1 2 3 4

Parameters Availability Performance Quality OEE

P-Value 0.337 0.493 0.249 0.332

Table 2. P value of three parameters and OEE
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function [24]. Root mean square error measures the 
difference between values predicted by the model 
and the values observed from the environment that 
is being modeled. From the above three accuracy 
methods, the mean absolute deviation is selected in 
this work due to intermittent and low volume data. It 
is also observed that the percentage of errors cannot 
be calculated when actuals are zero, and it takes ex-
treme values when dealing with low volume data in 
case of mean absolute percentage error, which has 
overcome by mean absolute deviation as it is divided 
by the mean. In the case of Root mean square error, 
it gives more significant error compared to mean ab-
solute deviation, and also, as the test sample increas-
es, the Root mean square value increases. Thus, the 
mean absolute deviation executes minimum error 
as compared to the other two methods. The mean 
absolute deviation is taken within the two models to 
calculate the accuracy of data in which mean absolute 
deviation has shown minimum error in Holt’s Dou-
ble exponential smoothing method as compared to 
the simple moving average. 

5. Loss accounting 

OEE is a performance measurement tool that ac-
counts for different types of production losses and 
used for identifying areas of process improvement 
[25]. Overall equipment effectiveness aims to de-
termine six major losses, such as breakdown, set up 
and adjustment, idling and minor stoppage, speed, 
yield, and Quality defects and rework losses. Overall 
equipment effectiveness is taken as a benchmark to 
compare the performances of the machinery in the 
plant [26]. The OEE and six losses can be identified 
effectively by cross-functional teams in an organiza-
tion [27].

Overall Equipment Effectiveness of one-year data 
from an Auto ancillary industry that has successfully 
challenged the TPM award for excellence was col-
lected. The data consists of planned production time 
in minutes per shift, total losses, Net operating time, 
Ideal rate parts/hour, Parts/Minute, total parts pro-
duced, total parts rejected, total good parts through 
which availability, performance, and quality are ob-
tained. From the data, it is observed that only a few 
losses are taken into consideration for calculating 
OEE, which affects the efficiency of the machine. 
And also, human error is found when the OEE 
data is calculated manually. To avoid human error 
in the calculation of OEE and to predict the major 
losses that are affecting OEE, in the present work, 
the OEE data is used to develop a predictive mod-
el, which is expected to provide overall productivity 
as well as major losses. The major factors affecting 
OEE are predicted by the python program through 
which manufacturing personnel can rectify the prob-
lems in the machine and improve the effectiveness 
of the equipment. Python is extensively applied for 
scientific computing in both academia and industry 
through which a large number of analytical packages 
are available such as numerical computing, data anal-
ysis, statistical analysis, visualization, and machine 
learning [9]. The model enables the management for 
easy monitoring and controlling the losses; thereby, 
overall equipment effectiveness can be improved.

The framework for predicting overall equipment 
effectiveness is made on fifteen losses of OEE, as 
shown in Figure 4.

Later on, the output is represented in the form of 
a graph that enables the major factors affecting avail-
ability, performance, and quality. The program logic 
involved in attaining the significant factors affecting 
OEE is shown in Figure 5. 

The program is developed in python, in which 
the losses of availability, performance, and quality are 

Figure 3. Flow chart on forecasting model to predict the data 
through R studio
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considered as input, and OEE is determined as out-
put. This program is able to establish the major fac-
tors that are affecting overall equipment effectiveness 
through equipment losses. The collected OEE data 
of one year is segregated into fifteen losses based on 
the type of problems that occurred in the machine. 
By the identification of major factors affecting OEE, 
production personnel will be able to prevent the mal-
functioning of a machine.

6. Results and discussion

6.1 Prediction of data

The data of one year is taken for two forecasting 
techniques in R studio, in which 80% of data is tak-
en for training, and 20% of data is taken for testing, 
prediction, and validation of data. The prediction of 
parameters and OEE are shown in Figure 6(a) to Fig-

Figure 5. Flow chart on prediction of Major factors affecting OEE

Figure 4. A frame work for Major factors effecting Overall equipment effectiveness
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ure 6 (d). 
It is observed that in Holt’s double exponential 

smoothing method, the process constant alpha and 
trend constant beta has given optimal values from the 
range of 0 to1. It is observed that the larger the values 
of alpha and beta reduce the level of smoothing and 
provides a maximum error. Hence, when the alpha 
and beta values are given as 0.8, the error value in-
creases, and when the smoothing constants are giv-
en 0.4 and 0.1, the error gradually decreases. It is 
observed that a value of 0.1 both alpha and beta the 
mean absolute deviation is offering a minimum error 
in Holt’s double exponential smoothing constant. 

For the above analysis, the data of availability, per-
formance, quality, and OEE for 3months, 6months, 
and 12 months have been considered and compared 
within alpha-beta values at 0.8, 0.4, and 0.1, as shown 
in Figure 7 (a) to Figure 7 (d).

The error percentage of data is compared with-
in the two techniques for 3months, 6months, and 12 

months each for all the parameters with the optimal 
value of 0.1 for alpha and beta in Holt’s double ex-
ponential smoothing is compared with the simple 
moving average method. It is observed that simple 
moving average attains minimum error at short term 
period of 3 months gradually error increases for the 
long term period of 12 months whereas the error val-
ue will be decreasing in the Holts double exponential 
smoothing method as long as the time increases in 
which the level of smoothing reduces and forecast 
value is nearer to actual value as shown in figure 6. As 
the large data is taken for prediction, one-year data 
is considered for prediction of OEE with minimum 
error, and the mean absolute deviation is compared 
within two methods. And the accuracy of data is 
measured by mean absolute deviation, which proves 
Holt’s double exponential smoothing gives minimum 
error percentage compared to the simple moving av-
erage, as shown in Figure 8 (a) to Figure 8 (d).

Figure 6 (а). Graphical representation of  
Prediction of availability

Figure 6 (b). Graphical representation of   
Prediction of Performance

Figure 6 (c). Graphical representation of Prediction of Quality Figure 6 (d). Graphical representation of Prediction of OEE
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Figure 7 (c). Graphical representation of error percentage of 
Quality at alpha, beta value (0.8,0.4,0.1) for 3months, 6months 

and 12months

Figure 8 (c). Comparison of error percentage of Quality at alpha, 
beta value (0.1) for 3months, 6months and 12months within 

simple moving average and Holts Double Exponential smoothing 
Method

Figure 7 (d). Graphical representation of error percentage of 
OEE at alpha, beta value(0.8,0.4,0.1) for 3months, 6months and 

12months

Figure 8 (d). Comparison of error percentage of OEE at alpha, 
beta value (0.1) for 3months, 6months and 12months within 

simple moving average and Holts Double Exponential smoothing 
Method

Figure 7 (а). Graphical representation of error percentage of  
availability at alpha, beta  value (0.8,0.4,0.1) for 3months, 

6months and 12months

Figure 8 (а). Comparison of error percentage of Availability at al-
pha, beta   value (0.1) for 3months, 6months and 12months within 
simple moving average and Holts Double Exponential smoothing 

Method

Figure 7 (b). Graphical representation of error percentage of  
Performance at alpha,  beta value (0.8,0.4,0.1) for 3months, 

6months and 12months

Figure 8 (b). Comparison of error percentage of Performance 
at alpha, beta value (0.1) for 3months, 6months and 12months 

within simple moving average and Holts Double Exponential 
smoothing Method
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The algorithm was validated with test data and 
found to be in good agreement within a 0.2% error. 
Thus, from the prediction of data, major losses that 
are affecting OEE can be identified in turn increases 
productivity. 

6.2 Major Factors affecting Overall  
Equipment effectiveness

Overall equipment effectiveness is affected by the 
major factors of availability, performance as shown 
in Figure 9.

From Figure 9, it is observed that the breakdown 
loss, management loss, and distribution loss are the 
major losses affecting the efficiency of the machine. 
From the obtained losses, we have noticed that the 
availability of the machine is 89%, the performance 
of the machine is 62%, and quality is 99.74% by which 
the OEE is obtained as 55%, as shown in Figure 10.

It is also observed that the overall equipment ef-
fectiveness of the machine is less when compared to 
the standard OEE i.e 80% due to the performance of 
the machine which is affected by management loss. 
In order to avoid the losses that occurred in the ar-

eas of the machine, personal from engineering and 
production have to be involved in rectifying the prob-
lems in the machine. Also, by predicting the losses 
that are occurred before the breakdown of the ma-
chine the OEE of the machine is improved and the 
productivity of the organization is increased.

7. Conclusion

Overall equipment effectiveness evaluation and 
the prediction algorithm for a future period of one 
year was developed and validated.  It was found that 
a simple moving average is incapable of recording 
sudden changes in data and fails to reflect the fore-
cast nearer to actual. Out of simple moving and Holt 
double exponential smoothing methods, the Holt’s 
double exponential smoothing method was found 
to have minimum error (0.17%). The self-learning 
program was developed to predict the OEE using 
python. The data obtained from python help Man-
ufacturing Information System (MIS) to determine 
the major factors affecting OEE. This enables the as-
sessment and prediction of OEE in a dynamic system 

Figure 9. Major factors that are affecting Overall equipment efficiency

Figure 10. Overall Equipment Effectiveness
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with better accuracy and can be integrated into a sys-
tem for automatic capturing and prediction of useful 
MIS information. The system enables the prediction 
of major losses from the existing data, which will be 
very useful to make intelligent decisions for the cus-
tomer orders at any point in time. Thus the current 
research plays an essential purpose in progressing 
Industry 4.0. 
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