
Optimized Buffer Allocation and Repair Strategies 
for Series Production Lines 

1. Introduction

 The industrial entities continuously urge for in-
novative methodologies to survive the competition 
and maximize the throughput of production sys-
tems. Further, the recent advances in technology op-
erations and market fluctuations imposed additional 
challenges to the operation of the production sys-
tems. To address the aforementioned challenges, the 
production operations need to be customized to con-
trol the costs, especially those related to equipment 

allocations, semi-finished products handling, and 
personnel circulations. This will definitely contribute 
to increasing the performance and effectiveness of 
the production systems. Therefore, reliable and flex-
ible production methods are required to maintain a 
high-level of product quality, optimize and rational-
ize the use of equipment, and reduce the design and 
operating costs of the overall production process.

In order to satisfy the inevitable increasing de-
mands, provide cheap and safe services, and at the 
same time guarantee continuity of service in the 

This paper proposes an efficient approach for solving the buffer allocation problem with lim-
ited number of repair resources. In this problem, the objective is to maximize the throughput 
of a series production line through solving the buffer allocation optimization problem and 
electing the best repair polices. This is done using a simulation model to estimate the through-
put combined with a self-adjusting search heuristic approach. The total count of repairmen is 
constrained to be strictly less than or equal to the count of repairable machines. Therefore, 
a self-adjusting search algorithm that is based on a nonlinear threshold accepting criterion is 
employed to reach the best production line configurations in terms of the buffer-levels and 
repair policies. The effectiveness of the combined simulation-search solution mechanism is 
tested using three different scenarios with 8 different repair policies. The numerical results 
showed that not only the proposed approach can find a near optimal solution in a limited 
and acceptable time, but also the overall production system performance can be improved 
by selecting the best repair policy. 
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event of failures, robust optimization techniques are 
recommended. These aim to increase the viability 
of the production processes (i.e., accounting for the 
reliability, availability, production rate, etc.), for ex-
ample, by:

• increasing their level of redundancy, 
• enhancing the reliability of system compo-

nents, 
• implementing corrective or preventive mainte-

nance plans, 
• introducing buffer stocks between machines. 

In this paper, we are particularly interested in 
serial production lines (Figure 1) where a set of 𝒩 
machines are connected together and separated by 
intermediate buffer storages.

Referring to Figure 1, if machine ℳ𝑖 fails, ma-
chines ℳ𝑖-1, ℳ𝑖-2,..., 1 can continue to operate by 
unloading their production in the buffers located 
downstream of each of them. As for the machines 
ℳ𝑖+1, ℳ𝑖+2,..., ℳN, they are fed by the buffers lo-
cated upstream of them. If machine ℳ𝑖 is repaired 
before the upstream buffer is full or the downstream 
buffer is empty, then the line will not stop produc-
ing. Otherwise, machine ℳ𝑖 will be blocked if the 
upstream buffer is full and starved if the downstream 
buffer is empty. Therefore, the intermediate stocks 
play an important role in improving the performance 
of the production lines. However, these generate ad-
ditional costs and the space allocated is generally 
limited. If the intermediate stocks are judiciously 
located and properly sized, then the failure of a ma-
chine does not necessarily cause the production line 
to stop. 

Additionally, the number of available repairmen 
represents a decisive factor to ensure the robust-
ness of the production line. In fact, an insufficient 
number of repairmen will cause longer down-times. 
Therefore, the goal is to optimize the distributions 
of the intermediate buffer-slots and select the num-
ber of repairmen in order to optimally operate the 
production line. However, there is no existing work 
dealing with such problem. The next section high-
lights this fact and lists other challenging aspects of 
the problem.

2. Related background

The modeling and efficacy of production lines 
can be analyzed and approximated using evaluative 
approaches such as decomposition and aggregation, 
Markov chains, and self-adjust simulation approaches 
as well. It is noted that, Markov chains are widely devel-
oped for such problems. However, these approaches 
are considered mainly for the short production lines 
(e.g. [7]). Other solutions employed Markov chains 
to find a set of linear equations that can be solved 
numerically. This is done using iterative techniques 
such as Gauss-Seidel (e.g. [11]), for example. Another 
class of the solution methods namely decomposition 
and aggregation, is employed when the state space is 
relatively large. Decomposition techniques [e.g. 8,29] 
rely on dividing the original production line into (𝒩 
-1) virtual lines with only two machines. For each line 
i, the two virtual machines represent the aggregate 
behavior of the production line upstream and down-
stream of buffer Bi. Nonetheless, the variables of the 
stations such as average repair time, processing time, 
and the average time between failures are adjusted in 
an iterative manner. This will enable the material flow 
in the subsystems to properly reflect the flow in the 
original line. Thus, the variables of such modified sta-
tions are estimated using the DDX algorithm in [2]. 
The decomposition approaches exhibited robust and 
fast solution characteristics [5,6]. On other hand, ag-
gregation methods count on replacing a two-machine-
one-buffer sub-line by a single equivalent machine. 
Thus, for a production line with 𝒩 machines and 
(𝒩 -1) buffers, 𝒩 − 1  single aggregation steps will 
be applied [8]. The basic difference between these 
methods is related to the process of calculating the pa-
rameters of the aggregated stations [17,28]. All these 
approaches presume the availability of resources at all 
the times such as repairmen, for example.

The simulation methods utilize heuristic struc-
tures to search for the near optimal solutions. The 
importance of simulation methods arises when there 
is no analytical procedure to study the investigated 
systems. Hence, these methods are considered reli-
able tools to assess the performance of the produc-
tion lines. Further, an unreliable production line 

Figure 1. Serial production line
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problem with intermediate buffers is analyzed using a 
discrete hybrid model (i.e., a combination of analyti-
cal and simulation procedures) in [13]. A simulation 
solution that is based on Tabu Search (TS) is devel-
oped for a manufacturing line to optimize the buffer 
allocation and storage size [19]. Another simulation 
mechanism advised a near-optimal buffer-placement 
solution for the serial production systems in [25]. A 
hybrid mechanism that combined together Genetic 
Algorithm (GA) and Simulated Annealing (SA) is 
considered to find a solution for the buffer allocation 
optimization problem in [16]. A discrete event based 
simulation model is used to calculate the average pro-
duction rate. Overall, simulation-based approaches 
can be time-consuming and would need modified 
mechanisms to work faster [10]. Hence, meta-models 
that integrate the simulation model with artificial neu-
ral networks are developed to assess and solve pro-
duction line problems [1]. More recently, in [30], the 
authors proposed a simulation-based metaheuristic 
approach to address the profit optimization problem 
of an automated manufacturing system with buffer 
units. In another study [32], the authors proposed a 
metamodeling solution to solve the buffer allocation 
problem. They applied a simulation-experiment de-
sign-optimization approach to get the metamodel.  

Several methodologies employed search ap-
proaches to enhance the performance of production 
lines such as bottleneck [18], gradient [9], structural 
properties [26], and primal-dual search [16], for ex-
ample. Other approaches relied on the Approximate 
Dynamic Programming (ADP) heuristic structures 
[4]. Over the last decade, meta-heuristics have been 
proposed to tackle the buffer allocation optimization 
problems such as GA [1], TS [3], Particle Swarm 
Optimization (PSO) [23], Variable Neighborhood 
Search (VNS) [31] and Non-Linear Threshold Algo-
rithm (NLTA) [21],[22]. Additionally, hybrid search 
mechanisms that fuse together more than one heuris-
tic are also considered such as a combination of SA 
and GA in [16] and TS and Nested Partition Algo-
rithm (NPA) in [24]. 

As far as the authors know, there are no such exact 
or approximate solution approaches that are able to 
estimate the production rate of unreliable production 
lines with limited repair resources. Hence, this work 
develops and implements a simulation model for the 
continuous flow of production line and then employs 
it in a heuristic architecture to assess the production 
system’s performance under a limited repairmen 
availability assumption (i.e., the total count of repair-
men is strictly lower than the number of available sta-
tions or machines). The developed simulation model 

will be fused into an efficient optimization algorithm 
to search for a near-optimal optimization outcome. 
Therefore, this work provides two-fold contributions. 
On one hand, this represents the first attempt to solve 
the series production line problem to optimize both 
buffer allocation plans and repair strategies, simul-
taneously which is quite challenging. On the other 
hand, a combined simulation-optimization approach 
is proposed to solve the production line problem. As 
will be highlighted later, this solution approach will 
exhibit appealing characteristics such as having im-
proved optimization quality and achieving fairly low 
implementation time. 

The remaining sections are organized as follows. 
Section 3 lays out the mathematical foundation of the 
buffer allocation optimization problem. The simu-
lation model of the production line and the search 
mechanism along with the solution methodology are 
detailed out in Section 4. The numerical validations 
are discussed in Section 5. Final observations and re-
makes are highlighted in Section 6.

3. Series production line optimization 
problem

This section introduces the mathematical lay-
out of the Buffer Allocation Optimization Problem 
(BAOP) subject to a repair strategy. A series produc-
tion line composed of 𝒩 unreliable stations with (𝒩-
1) intermediate buffers is considered (Figure 1). Fur-
ther, each machine 𝑖  (𝑖 = 1,… ,𝒩) is characterized 
by a set that involves individual processing time 𝑇𝑖, 
failure rate λ𝑖, and repair rate μ𝑖. Once a machine fail-
ure occurs, a repairman will be assigned to handle it. 
If all on-duty repairmen are busy, then the failed ma-
chine will wait for the availability of a repairman. Fur-
thermore, the repairman follows a repair policy 𝑅𝑃, 
which extends from successfully completing a repair 
for one machine to the assignment on another failed 
machine. The intent of the BAOP is to optimally al-
locate the buffer-resources, find the necessary num-
ber of repairmen, and develop a repair policy that 
maximizes the production line’s average throughput 
𝑇𝐻. Hence, the optimization problem can be stated 
as follows:

 
         (1)

                               (2)

                                                       (3)

                                (4)
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where ℬ𝑖 refers to a feasible buffer-slots allocation 
for buffer 𝑖, 𝒩 determines the limitation on the total 
allowed capacity of repairmen ℛ, 𝒦 refers to the to-
tal amount of buffer-slots that need to be distributed 
among the intermediate buffers, (4) indicates that 
each buffer 𝑖 has to be a positive size value, and 𝑇𝐻
(ℬ1, ℬ2,… ,ℬ𝒩-1,ℛ,𝘙𝑃) indicates the production line 
throughput and it is expressed a function in ℬ𝑖,∀𝑖 and 
the repair policy 𝑅𝑃.

In the sequel, a meta-heuristic optimization ap-
proach that uses a discrete-event simulation model 
is introduced to provide a solution for the BAOP. 
This is done using a heuristic that employs a nonlin-
ear threshold accepting function [20].

4. Solution methodology

The solution mechanism involves two phases, the 
first one estimates the throughput of the production 
line, while the second one uses a heuristic algorithm 
to optimize this throughput to optimally allocate the 
buffer resources and find the best repair policy. This 
generalized solution framework switches between the 
simulation of a production line and the optimization 
using a heuristic algorithm (i.e., Nonlinear Thresh-
old Accepting Heuristic (NLTA)) as indicated by the 
flowchart in Figure (2). Particularly, the production 
line simulations are employed by the meta-heuris-
tic to evaluate the quality of the generated solution. 

Figure 2. Layout of the proposed solution
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The main challenge is the large computational time 
needed or consumed due to the generation of each 
solution using a long-horizon simulation. Therefore, a 
shorter simulation horizon is considered for the newly 
generated solutions to overcome this drawback. How-
ever, this degrades the accuracy of the solution since it 
relies on the number of successfully completed search 
episodes. To address this issue, a finite list of top per-
forming solutions (i.e., 𝐿𝑏𝑒𝑠𝑡), that updates its content 
continuously, is considered during the optimization 
phase. Finally final longer horizon simulations will 
be done for the final solutions remaining in the list 
𝐿𝑏𝑒𝑠𝑡. Then, they are evaluated against the main per-
formance criterion to select the best solution.

4.1 Simulation model as throughput 
evaluation tool

The simulation concepts are employed to model 
and analyze complex systems which are not easily or 
can not be represented by analytical models. Further, 
these concepts can be used to observe the effects of 
adjusting the system parameters on the overall per-
formance and can be employed as decision support 
tools in the design stages. The simulation of a system 
can be done in either continuous or discrete man-
ner according to the variation form of the underlying 
states. Furthermore, the continuous flow simulation 
can be seen as a sequence of discrete infinitesimal 
segments [15]. An efficient and fast discrete-event 
continuous-flow simulation mechanism is adopted to 
estimate and approximate the throughput of a pro-
duction line in [14]. This production line takes an 
unreliable serial form and it considers a limited num-
ber of repairmen. The numerical experimentation 
emphasized that the model is accurate and provides 
3 or more times faster performance than, the con-
ventional simulators. The proposed algorithm avoids 
extensive computational efforts related to the model-
ing of the individual units flow within the production 
system. In this paper, a continuous simulation model 
is considered and it is implemented using MAT-
LAB software engine. Herein, a simulation model is 
briefly introduced and further details can be found 
in [14],[15].

4.1.1 Continuous flow model

The simulation model implemented in this work 
employs a production line of 𝒩 un reliable stations 
and  (𝒩 - 1)  intermediate buffers. It computes the 
time elapsed between events for each machine and 

buffer. The simulation model considers some as-
sumptions as follows  

• The first and last machines avoid starving and 
blocking at any time, respectively. 

• The machines operate at known processing 
times and the processing times may take dif-
ferent values. 

• Any machine can only fail after a proper pro-
cessing of one piece. 

• The blocked or starved machines are not al-
lowed to break down. 

• The time-to-repair and time-to-failure are fol-
lowing well known distributions. 

 In the simulation model, the production contin-
ues until it is interrupted by an event. The service is 
disturbed due to different reasons as follows, for ex-
ample when all machines are active and their produc-
tion rates vary, then the buffer levels can be adjusted 
accordingly. However, machine ℳ𝑖 starves if the 
associated buffer ℬ𝑖-1 is idle (i.e., empty). This case 
happens if machine ℳ𝑖 has a production rate larger 
than that of machine ℳ𝑖-1 and hence ℳ𝑖 is forced an 
equivalent production rate as that of ℳ𝑖-1. Similarly, 
ℳ𝑖 falls in a blocked-status if the associated buffer ℬ𝑖 
is full. This case happens if machine ℳ𝑖 is produc-
ing at a rate that is larger than that of machine ℳ𝑖+1. 
Thus, this machine ℳ𝑖 is forced to work at a reduced 
production rate equal to that of ℳ𝑖+1. Therefore, a 
machine may function in one of three different pos-
sible states: producing at its nominal production rate, 
producing at a reduced rate if the machine is starved 
or blocked, and non-producing or idle state if the ma-
chine is down. It is noted that, the variations in the 
rates of production will propagate towards the end 
and the start machines, as well in the production line. 
This will appear in the form of successive starved and 
blocked machines. Such phenomena can be detailed 
as follows

1.  Machine ℳ𝑖 becomes blocked when the as-
sociated buffer ℬ𝑖 is full. Thus, the production rate 
of  ℳ𝑖   falls to ℛ𝑖+1. Assume a series of blocked 
machines (i.e., ℳ𝑖-1,ℳ𝑖-2,…,ℳ𝑖-𝑘), then a procedure 
is followed recursively upstream so that 

(5)
untill a non-full buffer ℬ𝑖-𝑘-𝑙 is found.

2.  If buffer ℬ𝑖 becomes empty such that the pro-
duction rates are forced to follow ℛ𝑖+1=ℛ𝑖 and ℳ𝑖+1 
becomes starved. Hence, for the possible sequence 
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of starved machines (i.e., ℳ𝑖+2 ,ℳ𝑖+3 ,…), the follow-
ing procedure is considered repetitively up stream 

(6)
untill a non-full buffer ℬ𝑖+𝑘 is attained.

3.  If a machine ℳ𝑖 breaks down, there will be 
no production rate for machine 𝑖 (i.e., ℛ𝑖=0). This 
indicates that all the sequences of starved (blocked) 
machines will have null-production rates downstream 
(upstream). 

4.  Upon repairing machine ℳ𝑖, its production 
rate is reinstated to the maximum value ℛ𝑖. Dur-
ing this situation, the machines ( ℳ𝑖-1,ℳ𝑖-2,… ) or 
( ℳ𝑖+2,ℳ𝑖+2,… ) are forced to be idle, once ℳ𝑖 is 
repaired, those machines work at their nominal pro-
duction capacities or adopt those production rates of 
the successor or predecessor machines, accordingly. 

 The times of possible next events for buffer 𝑖 are 
determined and categorized as follows:

• If a machine ℳ𝑖 functions at a faster rate com-
pared with ℳ𝑖+1. Thus, buffer ℬ𝑖 needs a time 
𝑇ℬ𝑖 to fill in as indicated below 

                                         
(7)

                                                    

where ℬ𝑖 indicates the rated capacity of buffer i, 
𝑁𝑖 refers to the count of items in buffer i, and ℛ𝑖

represents the processing rate (i.e., 1/𝑇𝑖) of ma-
chine 𝑖. 

• If machine  ℳ𝑖  is producing at a lower produc-
tion rate compared with machine  ℳ𝑖+1, then 
ℬ𝑖 will clear its stock of the items during the 
following time 

                                     (8)     

• If both ℳ𝑖  and  ℳ𝑖+1 share the same produc-
tion rate values, then buffer i will maintain its 
current storage level. Accordingly, 𝑇ℬ𝑖 is set to 
a very large number (i.e., 𝑇ℬ𝑖=∞). 

The possible times of next events at machine ℳ𝑖

are determined and classified as follows:

• Machine ℳ𝑖  is operating at a maximum pro-
duction rate capacity of ℛ𝑖. The time until the 
machine fails is computed using 

                                                        
(9)

where 𝑁F𝑖 denotes the count of processed items 
by each station ℳ𝑖  just before the failure. 

• Assuming availability of a repairman, the time 
needed to repair an idle machine ℳ𝑖 is given 
by: 

                                       
(10)

where 𝑢 is a stochastic number taking a value 
in (0,1) and μ𝑖 is the average throughput perfor-
mance for machine  ℳ𝑖. The time-to-repair is 
assumed to be random and takes an exponential 
form.

• Assuming that no repairman is available, the 
repair time is considered a high value (i.e., 
𝛵ℳ𝑖=∞). Accordingly, the production rate of 
machine ℳ𝑖  is ℛ𝑖=0.

The model of the series production line with the 
aforementioned features can be simulated as follows:

  Step 1. InitializationStep 1. Initialization: Number of machines and 
buffers, initial and maximum capacities of each buf-
fer 𝑖, initial production rates of each machine 𝑖, and 
allowed simulation interval 𝑡𝑚𝑎𝑥.

(a) Assign the rated production rate of each ma-
chine ℳ𝑖 to ℛ𝑖 such that ℛ𝑖 = ℛℳ𝑖; for 𝑖 = 1,2,… ,𝒩, 
at 𝑡 = 0. 

(b) Update the production rates of starved ma-
chines downstream the production line using (6). 

(c) Adjust the production rates of blocked stations 
upstream the production line using (5). 

(d) Calculate for each buffer and machine, the 
time estimation of next event. 

Step 2. Event-Time AllocationStep 2. Event-Time Allocation: Take note of the 
most recent time 𝒯=𝑡. Consider all buffers or ma-
chines and elect the closest imminent event to hap-
pen. Hence, adjust the clock accordingly such that 

                                              
 (11)

Terminate the simulation process if 𝑡 > 𝑡𝑚𝑎𝑥 and 
assign 𝑡 = 𝑡𝑚𝑎𝑥. Finally, update the states of the buf-
fers and machines.

Step 3. Event RoutineStep 3. Event Routine: The following steps ex-
plains the event routine  

(a) Detect the starved and/or blocked machine 
sequences which will be influenced by the event. 
Hence, update the list of failing machines, cumulative 
production rates, buffers will be influenced in those 
sequence, and the pending capacity of each buffer. 
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(b) Modify the production rates of the impacted 
machines. 

(c) Evaluate the following event for each impacted 
component using ((7))-((10)). 

(d) Go to Step 2Step 2.

4.1.2 Determining the number of replications

Herein, upon executing large number of long-
horizon simulations, the number of replications is 
required to adequately reflect the average through-
put performance μ (i.e., the output of the simulation 
model). Let 𝒫 be a single statistic value that refer to 
the production line throughput obtained after one 
replication. A set of independent and identically dis-
tributed throughput values, following 𝑛 independent 
experiments, is defined by the tuple (𝒫1, 𝒫2, …, 𝒫𝑛). 
Hence the average value  is 
considered approximately normally distributed if the 
number of the population or experiments 𝑛 is large 
enough. A 100 (1-δ) % confidence range with 𝑛-1 
degrees of freedom (i.e., with δ significance level), of 
the average performance μ is expressed as 

(12)

where 𝑡𝑛-1,δ/2 refers to the standard student t-distribu-
tion quantile and V𝑛 represents the standard devia-
tion of the samples 𝒫1,…,𝒫𝑛.

In order to determine the adequate number of 
replications 𝑛, two associated parameters are needed, 
(1) the significance level δ and (2) the required preci-
sion 𝑑𝑟𝑒𝑞 or equivalently the required length of the 
Confidence Interval. After 𝑛 replications, the preci-
sion 𝑑 is calculated as follows [12]:

                                         
(13)

 

The procedure used to determine the number 
of replications 𝑛 is illustrated by Figure (3). Firstly, 
the user assigns an initial number of replications 𝑛, 
the level of significance δ, and the needed precision 
𝑑𝑟𝑒𝑞. Then while running experiments or simulations, 
the precision variable 𝑑 is calculated using (13) and 
compared with the desired precision 𝑑𝑟𝑒𝑞. If the ob-
tained precision is greater, one more simulation (i.e., 
𝑛=𝑛+1) is allowed and the precision parameter is 
evaluated accordingly by taking into consideration 
the result of the recent simulation. This procedure 
is reinstated until the desired precision value 𝑑𝑟𝑒𝑞 is 
obtained. Herein, the initialization is done as follows 
𝑛=3, 𝑑𝑟𝑒𝑞=10% and δ=10%.

4.2 NLTA - heuristic solution

In the sequel, a metaheuristic approach that uti-
lizes an accepting function with a nonlinear threshold 
criterion, namely NLTA is considered to maximize 
the throughput performance of the series production 
line [20]. This algorithm compares two feasible solu-
tions, one is the current solution which is denoted by 
𝒮 and the other one is the neighboring solution which 
is referred to as 𝒮'. The NLTA algorithm compares 
the two solutions and accepts the current one if it pro-
vides a better performance value (i.e.,  𝒵 (𝒮') < 𝒵 (𝒮)). 
This is done using a utility or cost function which will 
work as a performance index. Additionally, to im-
prove the quality of the heuristic, it is advisable to 
use exploration criterion which prevents the search 
mechanism from tripping into a local maximum/
minimum or simply exploit for the best solution all 
the time. Hence, a nonlinear structure which is in-
spired by the magnitude of the transfer function of a 
low-pass filter is considered as an accepting criterion. 
This fucntion passes the low frequency content of the 
signal and attenuate the high frequency content of the 
signal. Thus, the accepting function is expressed as 
follows: 

                                            
 (14)

where ϑ and ϑ0 denote the angular frequencies of 
the signal and cutoff pattern, respectively. These 

Figure 3. Determination of the number of replications
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values can be expressed in terms of the respective 
frequencies in Hz (i.e., 𝑓,𝑓0) such that ϑ=2π𝑓 and 
ϑ0=2π𝑓0.

In the solution, ℋ(ϑ) ≤ 1 and ℋ(ϑ)=0 when 
ϑ→∞. In addition to the above accepting rule, the so-
lution will be accepted if 𝒵(𝒮')×ℋ(ϑ)≤𝒵(𝒮). This 
will help to better explore the solutions spaces.

4.2.1 Solution algorithm

The procedure of the NLTA heuristic solution 
[20], as in other cases such as SA, can introduce un-
desired bad solutions in a different manner. Initially, 
the angular frequency is set to a positive high value 
ϑ>0 and this value will decrease by a fixed rate of 
Δϑ during each search episode. This implies that, 
the nonlinear accepting function ℋ(ϑ) (14) takes an 
increasing pattern and consequently it will make it 
progressively hard to accept and introduce a worse 
solution outcome. There are cases where a new solu-
tion outcome  𝒮'  that is of lower quality when com-
pared with the neighboring solution 𝒮 (i.e., the first 
accepting rule is violated 𝒵(𝒮')>𝒵(𝒮)) will be ac-
cepted. This happens when the value of the fraction 
ℋ'=(𝒵(𝒮))/(𝒵(𝒮')) satisfies the inequality ℋ(ϑ) 
≤ ℋ' (i.e., the second accepting criterion). Finally, 
the search parameters ϑ0 and Δϑ are employed to 
control the convergence of the search mechanism. 
The following algorithm summarizes the steps of the 
heuristic solution [20]

• Step 1 Set the initial values of the search fre-
quency and cutoff frequency ϑ and ϑ0. Indicate 
the decrement rate Δϑ. 

• Step 2 Define the desired number of search 
steps N𝑖𝑡𝑒𝑟. 

• Step 3 Collect a random feasible solution 𝒮0 
and then assign 𝒮=𝒮0 . 

• Step 4 Loop when the total of iterations 𝑁𝑖𝑡𝑒𝑟 is 
not reached.  
(a) Find a new random and feasible solution 𝒮' 

from the solution space. 
(b) Compute the fraction ℋ' = 𝒵 (𝒮') / 𝒵 (𝒮). 
(c) Find 
(d) Check if  ( ℋ' ≥ 1 )  or  ( ℋ' ≥ ℋ (ϑ)) , 

then accept that solution (i.e., 𝒮=𝒮'). 
(e) Decrease the frequency of the accepting 

function (i.e., ϑ=ϑ-Δϑ). 

• Step 5 Terminate the loop upon reaching 𝑁𝑖𝑡𝑒𝑟.

4.2.2 Solution structure layout

Each solution is represented by two vectors 𝒮1  

and 𝒮2 . Each entry in vector  𝒮1  (𝑖)  (𝑖 = 1 ,… ,𝒩 - 1) 
denotes the size of buffer 𝑖 and vector 𝒮2  (𝑖)  (𝑖 = 1 
,…  ,𝒩) stores the repair policy. Therefore, each entry 
in 𝒮2 (𝑖) reflects the priority level of repairing each 
Machine ℳ𝑖. It is convenient to assume that, based 
on the production process, the highest and lowest re-
pair priorities are assigned to machines ’1’ and ’𝒩’, 
respectively. Assume that a production line has 4 ma-
chines, where the repair policy follows 𝒮2=(3,2,1,4). 
This implies that machine 3 has the highest repair 
priority (𝒮2 (3)=1) followed by machine 2 with re-
pair priority 2, machine 1 with repair priority 3, and 
finally machine 4 with repair priority 4. Accordingly, 
when machines 1 and 2 fail and acquire a repair-
man service, for example. Then, machine 2 will be 
repaired before machine 1. Finally, in order to gen-
erate an initial solution (i.e., initial solution vectors 
𝒮1 and 𝒮2), the total value 𝒦 is randomly distributed 
to (𝒩-1) buffers to get an initial solution vector 𝒮1. 
Then, the repair priorities are assigned randomly to 
obtain an initial solution vector 𝒮2. It is worth to note 
that, any two machines can not be given the same 
repair priority.

4.2.3 Solution generation

The next solution is generated by adjusting one 
entry of the current solution vectors (i.e., 𝒮1 or 𝒮2). 
Hence, one move is done during each step towards 
the near optimal solution. This procedure can be 
generally implemented as follows; (1) select two buf-
fers randomly, where a random value 𝒬 is subtracted 
from the first buffer and added to the second one. (2) 
two machines are randomly selected and their repair 
priorities are swapped. The solution mechanism can 
be organized as follows  

Pick 𝑞, a uniformly random distributed value 
picked from [0,1]. 

If 𝑞 > 0.5 (apply a modification on the sizes of 
buffers)  

 - Choose randomly any two buffers 𝑖 and 𝑟. 
 - Generate a random value 𝒬 from the interval 
[0,ℬ𝑖]. 
 - Set ℬ𝑖 = ℬ𝑖 - 𝒬 and ℬ𝑟=ℬ𝑟+𝒬. 

If 𝑞 ≤ 0.5 (apply a change in the repair policy)  

 - Select randomly any two machines 𝑖 and 𝑟. 
 - Swap the repair priorities of the two ma-
chines. 

Terminate the search process.
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5. Illustrative simulation examples

All solution procedures and algorithms have been 
implemented using MATLAB software. The size of 
the list containing the best solutions (i.e., 𝐿𝑏𝑒𝑠𝑡) is de-
fined to be 50. The same tuning procedure consid-
ered in [20] has been adopted to tune the NLTA 
search parameters. The total number of search itera-
tions 𝑁𝑖𝑡𝑒𝑟 is set to 20,000. The remaining NLTA pa-
rameters ϑ, ϑ0, and Δϑ have been set to 30,40, and 
ϑ/𝑁𝑖𝑡𝑒𝑟=30/20000=0.0015, respectively. In short-
time runs, the simulation is stopped when the num-
ber of produced units reaches 4,000 and the repli-
cations number is defined to be 3. The mechanism 
shown in Figure (3) has been applied to determine 
the replications number to be used in long-horizon 
simulations. The obtained results showed that, at 
least 100 replications are needed to reach a precision 
𝑑 less than 10%, for a significance level δ=10%. The 
stopping criterion for long-horizon simulations cor-
responds to a maximum of 20,000 produced units.

5.1 Experiment 1

In this section, a simulation example proposed 
by [15] is employed to validate the effectiveness of 
the developed solution. It utilizes a series production 
line system composed of  (𝒩 = 10)  unreliable sta-
tions and  (𝒩 - 1 = 9)  buffers. The total amount of 
buffer slots to be distributed among (𝒩-1) buffers is 
𝒦=90. The data of the machines in the production 
line are highlighted in (1). In this experiment, 8 dif-
ferent repair policies are applied as follows:

 -  Policy 1. Shortest repair time (i.e., min 1/μ𝑖). 
 -  Policy 2. Longest repair time (i.e., max 1/μ𝑖). 
 -  Policy 3. Shortest up-time (i.e., min 1/λ𝑖). 

 -  Policy 4. Longest up-time (i.e., max 1/λ𝑖). 
 -  Policy 5. Smallest count of parts-to-failure (i.e., 

min 1/(𝑇𝑖 × λ𝑖)). 
 -  Policy 6. Longest count of parts-to-failure (i.e., 

max 1/(𝑇𝑖 × λ𝑖)). 
 -  Policy 7. Smallest efficiency in isolation (i.e., 

min μ𝑖/(μ𝑖 + λ𝑖)). 
 -  Policy 8. Longest efficiency in isolation (i.e., 

min μ𝑖/(μ𝑖 + λ𝑖)). 

In the proposed NLTA, the neighbor solution 
is selected by modifying only the buffers allocations 
(the repair policy is supposed to be fixed) as follows:

• Choose randomly any two buffers 𝑖 and 𝑟. 
• Generate random value 𝒬 from the inter-

val [0,ℬ𝑖 ]. 
• Set ℬ𝑖  = ℬ𝑖 - 𝒬 and ℬ𝑟  = ℬ𝑟 + 𝒬.

 Table 1 exhibits the best solution outcomes for 8 
repair policies. As can be concluded from this table, 
the change in the policy will not result in any signifi-
cant variations in the results, except the case when 
there is only one repairman. In this case, repair poli-
cies 4 and 8 provide the best production system per-
formances. For most cases, 4 repairmen are needed 
to maximize the production line throughput.

5.2 Experiment 2

In this experiment, the machines failure rates are 
increased as illustrated in Table 2. Hence, the best 
NLTA optimization results for 8 repair policies are 
listed in Table 3. These outcomes reveal that, the 
minimum number of repairmen needed to maxi-
mize the average throughput of the production line is 
5. When only one repairman is available, the repair 
policies 2 and 8 provide the highest throughput.

Policy Number of repairmen
 1  2  3  4 

1  3.9938  5.3673  5.7976  5.9104 

2  4.1068  5.3768  5.8145  5.8947 

3  4.0872  5.3971  5.8261  5.9411 

4  4.2003  5.3777  5.8038  5.9138 

5  3.8119  5.3463  5.7997  5.8081 

6  3.9055  5.3517  5.8098  5.9174 

7  4.121  5.4313  5.7967  5.9248 

8  4.2361  5.4116  5.8259  5.8802 

Table 1. Experiment 1: Production line (10 machines and 9 buffers)
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5.3 Experiment 3

The objective of this experiment is to optimize 
the repair policy and the buffer allocation when the 
number of repairmen is limited to 1. The NLTA is 
applied using the neighboring solution generation 
presented in Section (4.2.3). The best result obtained 
by the NLTA is 3.527 with 𝑅𝑃=(4,5,3,2,9,10,7,1,6)
and ℬ=(4,1,12,6,1,59,8,8).

6. Conclusion

This paper considers a serial production line con-
sisting of 𝒩 unreliable workstations associated with 
𝒩-1 buffers. An integrated model is developped to 
solve the buffer allocation and repair policies opti-
mization problem. While the majority of existing 
works consider that the only parameters to find are 
the buffer sizes, the proposed model aims to opti-
mize simultaneously buffer sizes, number of repair-
men and repair policies. A combined local search 
mechanism and a continuous flow simulation model 
have been adopted to allocate the total amount of 
buffer-slots to the buffers and elect the associated 
repair strategies. The search mechanism employed 
a heuristic that is based on a nonlinear threshold 
accepting function. The numerical simulations are 
conducted using three scenarios with 8 different re-
pair policies to test the effectiveness of the proposed 

approach. The validation results showed that:

 -  the proposed approach can be employed to 
find a near optimal solution in a limited and 
acceptable time with reasonable computational 
and implementation efforts;

 -  the overall production system performance can 
be improved by selecting the best repair policy.

 -  the change in the policy will not result in any 
significant variations in the results if the num-
ber of repairmen is high.

Future work will concern the improvement of this 
model by integrating maintenance aspects in the opti-
mal design of serial production systems.
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