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1. Introduction

The key challenges that financial institutions face 
are delinquency risks (i.e., failure to pay the debt re-
quired), and the sudden increase in this risk in pre-
vious years has been at the center of all crises in fi-
nancial institutions. Consequently, delinquency risk 
management is a core constituent of the risk man-
agement practices of financial institutions. In recent 
decades, risk management methods for customer 
loans have become increasingly model-driven. Fi-
nancial institutions generally use credit rating models 
to determine the probability of consumer loan delin-

quency or default, such as mortgages, car loans, cred-
it cards, or personal loans [1]. Today, in the financial 
sector, most consumer loan decisions are automat-
ed based on model performance. These models are 
employed by financial institutions to evaluate the 
creditworthiness of borrowers and to decide if a loan 
should be issued to the borrower and, if so, how to 
develop loan contracts. With that in mind, the delin-
quency risk models are meticulously associated with 
the bank's lending decisions as they have an appar-
ent operational profitability effect on the portfolios 
to which the models are applied. Thus, developing 
the proper delinquency assessment and refining of 

This paper explores the potential of 19 machine learning techniques to model and forecasts 
the risk of delinquency on mortgage loans. These techniques include variants of artificial neu-
ral networks (ANN), ensemble classifiers, support vector machine, K-nearest neighbors, and 
decision trees. ensemble classifiers variants. Our dataset comprises 14,062 mortgage loans 
that have been approved by bank underwriters in the US. We find that Multi-Layer Percep-
tron (MLP), a variant of ANN, outperforms all other techniques in training time and the pre-
cision for testing and training. We have also compared Artificial Neural Network-Multilayer 
Perceptron (ANN-MLP) results with the traditional binary logistic regression technique's 
findings. The comparison shows that the ANN-MLP behaves better than the binary logistic 
regression technique. The study suggests that ANN-MLP could be a valuable extension to-
wards developing the existing toolkit, banks and regulators have to predict delinquency risk 
on mortgage loans.
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these models has become a critical risk management 
feature in all financial institutions. However, even a 
small improved predictive capacity of such models 
can dramatically increase the profitability of a finan-
cial institution. A small improvement in the output 
models can be related to a significant change in the 
business strategy of a financial institution.

It is not surprising given this context that many 
scholars have demonstrated significant interest in 
these models. Logistic regression is a well-established 
technique for such modeling. Starting in the 1990s, 
scholars have begun to employ machine learning 
(ML) techniques to predict consumer credit risk [2-
9]. Financial institutions are already looking forward 
to using ML techniques. They have been experiment-
ing and have begun to incorporate ML approaches 
for organizational decisions in certain situations. In 
the case of the mortgage market, the outstanding bal-
ance is much higher compared to other loan catego-
ries, and the mortgage loans are a large part of finan-
cial institution operations. Nevertheless, few studies 
document delinquency models for loans than in the 
credit literature for credit cards or personal lending.

This paper attempts to advance the literature on 
mortgage loans through exhaustive parametric com-
parison  of various ML techniques. Few studies dis-
cussed using ML techniques on mortgage models, 
such as [10] and [11]. We contribute in two ways to 
literature. First, we have explored the performance 
of 19 ML techniques in this paper to predict delin-
quency. Compared to articles that employ ML ap-
proaches to predict mortgage delinquency in current 
literature, such as[10-12], our investigation is more 
comprehensive, exploring the maximum number of 
ML techniques. In literature, the comprehensive per-
formance evaluation of well-known machine learning 
classifiers on mortgage loans was not conclusive. 
Thus, in this paper, a response of well set up machine 
learning classifiers on the said mortgage loans data-
set is given. We have analyzed variants of ML algo-
rithms, namely artificial neural networks, Ensemble 
Classifiers, Decision Tree, Support Vector Machine 
(SVM), K-Nearest Neighbors (KNN), and Ensemble 
Classifiers. Under neural networks, we have used a 
multi-layer perceptron (MLP), which has an excel-
lent capability for learning problems and adapting to 
unseen situations as per the previous learning. This 
is achieved through a backpropagation algorithm 
[13]. Furthermore, we have used three variants of the 
Decision Tree Algorithm, four variants of the SVM 
Algorithm, six variants of KNN, and five ensemble 
classifiers variants.

Second, we have performed an exhaustive anal-

ysis of ML techniques, which was not explored pre-
viously in the literature. Using MATLAB 2018, we 
have explored the operational outcomes under each 
technique, such as training precision, testing preci-
sion, training time, and prediction speed. All these 
outcomes have significant implications for academi-
cians and managers. 

Third, we have examined and compared statis-
tical and neural network methods for forecasting. 
A statistical model is based on consumer behavior 
seen in historical data. However, such behavior may 
change in the future, and the historical transforma-
tion of a sub-population may not be generalized at 
such times. In contrast to the statistical models, neu-
ral networks may propose a stimulating alternative 
due to their general estimation characteristic and be-
cause no standard hypothesis is required [14]. There-
fore, we have also compared the outcomes obtained 
by neural networks (i.e., through MATLAB 2018) 
with the results of those statistical methods such as 
binary logistic regression (i.e., through SPSS 25). Bi-
nary logistic regression is one advocated technique 
for foretelling the possible delinquency concerning 
loans. These methods have gained popularity due 
to their ease of use, user-friendly interface, and ease 
of understanding. Regardless of the user-friendliness 
feature of statistical software, it is known that the 
backpropagation MLP can perform non-linear re-
gressions [15]. By using the mortgage loan dataset in 
this study, it has been demonstrated that the MLP 
outclasses all other machine learning techniques for 
classification or prediction and including those using 
statistical techniques [16]. 

The remainder of the paper is structured as fol-
lows. Section 2 discusses the relevant literature. 
Whereas, Section 3 describes the dataset and the 
methodology of training and testing the dataset. Sec-
tion 4 presents the empirical results. The last section 
presents a summary of the overall paper.

2. Literature Review 

Many researchers have studied the impacts of 
different factors on financial stress measures, such 
as delinquency rate and bankruptcy, and most have 
used mathematical methods to build their models. 
For example, the logistic regression model [17-20]. 
However, these conventional approaches also put 
strong assumptions on the mechanism of producing 
data and on the linear relationship between output 
and input variables. They also have disadvantages 
when it comes to outliers, non-linear relations, and 
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variable choice. They hardly speak about situations 
under which independent variables are highly cor-
related, leading to significant variances and substan-
tial predictive errors for the model [21].

Studies have shown that machine learning meth-
ods can help with these methodological issues. Ref-
erence [22] claims that machine learning can usually 
enhance a variety of econometric methods by choos-
ing different methods, in particular with datasets with 
several variables. Besides, machine learning can en-
hance the inference and adjust with a less targeted 
approach to the current statistical system for rough 
survey answers and variables, including missing ob-
servations [23]. To assess the causal effect, [24] cre-
ate a causal forest to estimate heterogeneous treat-
ment effects based on a random forest algorithm, a 
machine learning technique. In particular, machine 
learning approaches have shown that they are flex-
ible with some common data issues to boost pre-
diction over traditional methods in the sense of fi-
nancial crisis prediction. Reference [25] reviews the 
US subprime mortgage crisis literature and suggests 
that analytical solutions must be built to help predict 
and interpret defaults and crises, including machine 
learning methods.

Reference [26] employs a unique neural network 
approach to classify commercial bank failures in the 
United States and show that their model outperforms 
conventional bankruptcy prediction models at a 96% 
accuracy rate. However, research findings on the 
credit risk prediction of mortgage loans are scarce 
when it comes to secured lending, notwithstanding 
the element that they are among the major asset 
groups on the balance sheets of European banks. 
This paper aims to determine, using data on the level 
of real-world mortgage loans, whether the selection 
of these newer methods can provide improved pre-
dictive efficiency over more developed methods such 
as logistic regression (LR).

A range of goals are achieved by assessing and 
comparing the efficacy of various mortgage default 
prediction techniques. First, financial institutions are 
interested in identifying a lender's attributes as excel-
lent and poor for profitability and credit risk man-
agement purposes. This is the fundamental focus of 
credit risk assessment. [27]. Second, to allow banks 
to cope with unexpected losses over their planned 
losses, adequate regulatory capital buffers are need-
ed. To determine regulatory capital requirements, 
precise estimation of the probability or possibility of 
default on mortgage loans is crucial. The Probabil-
ity of Default (PD) models built for this reason are 
generally set in time (one year) for retail credit risk 

groups such as mortgages and have so far been tradi-
tionally modeled using logistic regression; being able 
to build more precise models will allow more accept-
able levels of capital to be set.

A variety of credit risk applications have led to 
advance in statistical and machine learning methods 
of classification. Various modeling techniques and 
analytical experiments can be witnessed from studies 
[5, 10, 28-31]. Some of their findings indicate that 
novel methods such as ensemble classifiers provide 
some enhancement over logistic regression in a pre-
dictive capacity that could prove useful for credit risk 
management. The proposed performance improve-
ment, however, is not guaranteed; novel techniques 
could not dramatically boost predictive performance 
on specific datasets [32]. This implies that to decide 
whether and where this is the case, empirical work 
is required. We explore the performance of 19 ML 
techniques in this study to assess delinquency pre-
diction accuracy on mortgage loans. We have em-
ployed Multi-Layer Perceptron (MLP) as a variant 
of Artificial Neural Networks (ANN) [33]. Support 
Vector Machine (SVM) [34] method was used with 
four variants: coarse gaussian, medium gaussian, fine 
gaussian SVM, and cubic SVM. K-Nearest Neigh-
bors (KNN) [35] with six variants: weighted KNN, 
cubic KNN, cosine KNN, coarse KNN, medium 
KNN, and fine KNN. Decision Tree was used with 
three variants: coarse tree, fine tree and meduim 
tree. For ensembled classifiers, we investigate five ho-
mogenous ensemble methods– RUSBoosted Trees, 
subspace KNN, subspace discriminant, bagged trees, 
and boosted trees. It was found out the MLP as a 
variant of ANN was the best candidate for predicting 
delinquency on mortgage loans, and it outperforms 
all other techniques of ML. Lastly, the results from 
the most optimum ML method, that is, ANN-MLP, 
is matched with the results of traditional BLR to ana-
lyze the difference in performance.

The studies closely linked to this paper are [11, 
12, 36] all predicting mortgage delinquency through 
ML methods. Reference [12] investigated early mod-
els for delinquency. On the other hand, [11] examine 
default rates of one-year. However, both studies were 
concentrated on ordering ranks without taking pre-
dictive precision into account and risk classification. 
Mortgage risk management models for a seasoned 
mortgage portfolio were also employed by [36] to 
apply for reserve forecasting, capital measurement, 
stress testing. Information on past loan performance 
is among the risk drivers in the [36] models, and the 
prediction of loan status in the following months can 
significantly improve this information. Nevertheless, 



4 Azhar Ali et al.

International Journal of Industrial Engineering and Management Vol 12 No 1 (2021)

information on past loan performance is not available 
at some levels of credit risk management, For exam-
ple, at credit origination. Our analysis is based on a 
publicly available dataset provided by the University 
of Tennessee [37, 38]. To the best of our knowledge, 
the current study conducted an exhaustive paramet-
ric comparison of ML techniques that had not been 
performed in previous studies. We also argue that 
the findings of the techniques used in this study are 
more convincing than those examined in previous 
studies.

3. Data and Methodology

3.1 Data description

The current study has used the data of 14,062 
mortgage loans approved by Bank underwriters from 
the US. The data has been extracted from the data-
sets provided by the University of Tennessee [37, 38] 
for data mining and business intelligence. Few other 
studies have also used a similar data source for their 
data analysis [39, 40].  From Table 1, our dataset has 
11 variables in total: borrower’s age, original loan 
amount, the ratio of loan to the home purchase price, 
borrower’s credit score, first time home buyer, bor-
rower’s monthly debt expense, borrower’s monthly 
income, the purchase price of a house, the appraised 
value of a home at origination and, finally, the out-
come variable, that is, loan as delinquent or non-de-
linquent. The input variables in our dataset has been 

extensively used in previous studies to predict the 
outcome of mortgage loans. Our outcome variable 
is equal to ‘1’, if default, and equal to ‘0’ otherwise.

Although nonparametric approaches are more 
multifunctional than parametric in terms of explan-
atory variable forms, they are still based on a set of 
pre-defined variables. The benefit of ML techniques 
over conventional nonparametric techniques is their 
capability to learn multifaceted structures and rela-
tions that have not previously been specified. In this 
article, we used a supervised ML algorithm. This al-
gorithm consists of a goal/result variable from which 
a specific predictor (or dependent variable) is pre-
dicted (independent variables). We create a function 
that maps inputs to the output layer using this set of 
variables. The training process will continue until the 
model correctly collects the training data. In this pa-
per, we have focused on supervised learning of ML 
algorithms: Decision Tree, Random Forest, KNN, 
Ensemble Classifier, and Artificial Neural Networks.

3.2 Training the Dataset

We use MATLAB 2018 to train the ML tech-
niques under investigation in this paper. For neural 
networks, we use the MLP Classifier () function, and 
the hyper-parameters are layer number, node size, 
and learning rate. To train the linear SVM model, we 
use the Linear SVC () function, and the main tuning 
parameter is the penalty term. We use the KNeigh-
bors Classifier () function for K-Nearest Neighbors to 
find the optimum number of neighbors and distance 

Variable Explanation Type

Bo_Age Borrower age Continuous

Ln_Orig Value of loan Continuous

Orig_LTV_Ratio_Pct The ratio of loan to the home purchase 
price Continuous

Credit_score Borrower's credit score Continuous

First_home First time home buyer? (Yes=1, No=0) Categorical

Tot_mthly_debt_exp Borrower's total monthly debt expense Continuous

Tot_mthly_incm Borrower's total monthly income Continuous

orig_apprd_val_amt The appraised value of a home at origina-
tion Continuous

pur_prc_amt The purchase price for a house Continuous

DTI_ratio Borrower debt to income ratio (Tot_mth-
ly_debt_exp/Tot_mthly_incm) Continuous

Deilinquency_outcome Binary version of "outcome" (either de-
fault=1  or non-default=0) Categorical

Table 1. Comparison of the characteristics and performances achieved by the two developed predictive models
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metrics. In comparison, ensemble classifier learning 
generates a population of essential learners from the 
training data first; it then integrates them into a com-
posite model [21].

In-sample forecasting, where forecasting precision 
is calculated using the same data to fit the model, re-
sults in overly optimistic estimates of accuracy. When 
a model collects much noisy information, known as 
overfitting, it gives inaccurate predictive results for 
other information. Thus, our study was based on out-
of-sample rather than sample predictions break the 
original dataset into a collection of "training data" to 
match the model and then apply the trained model to 
the "test data" in particular to assess its predictive ac-
curacy. We randomly allocate training findings (70%) 
and test data to the training (70%) (30 percent of the 
observations).

For a binary variable, each model's objective is 
to generate a loan-level prediction; Y=1 means de-
fault, and Y=0 implies no default. N observations of 
training data with p predictor variables are used to 
make this prediction. A predictor vector (xi) and a 
related response (yi = 1 or 0) consist of each obser-
vation (xi,yi), i=1,...,n). A combination of continuous 
and categorical variables are predictive factors. We 
define default as greater than 90 days arrears.

We measure predictive accuracy utilizing mea-
sures derived from the confusion matrix, accounting 
for false positive (C_FP) and false negative (C_FN) 
non-negative costs. We assume that zero costs are 
true-positive and true-negative. The threshold for 
positive or negative classification is defined as the 
threshold: (C_FP x Neg) / (C_FN x Pos + C_FP x 
Neg), where the actual number of negatives and pos-
itives from the training sample is Neg and Pos. The 
threshold decreases in the same sample as the cost of 
false-negative (C-FN) becomes higher relative to false 
positive (C_FP). Two measures are then described 
as follows.

Higher accuracy is correlated with a low number 
of false positives (negative) (recall). In other words, 
the 'precision' typically composed how well the 
model can capture the true positives, and the 'recall' 
measure calculates how well the model captures the 
actual negatives. Total false classification is the third 
measure from the confusion matrix, defined as TFC 

= FP + FN *c, where c = C_FN/C_FP. Given a spe-
cific set of C_FP and C_FN values, this calculation 
measures how many incorrect classifications the sys-
tem produces. The higher this metric is, the more a 
system yields incorrect classifications.	

Among all the machine learning techniques, neu-
ral networks are advocated as one of the most efficient 
machine learning techniques. An artificial neural net-
work is an influential data modeling instrument capa-
ble of capturing and symbolizing problematic input/
output associations. A Neural Network is a beneficial 
technique for processing information as it works sim-
ilarly to a biological nervous system,  and also as an 
information processing technique as it works like a 
human brain and processes the information accord-
ingly [41]. It can be employed for issues that do not 
have an algorithmic solution. For all-purposes, neural 
networks are well suited to problems that humans are 
good at solving but for which computers usually are 
not. These issues comprise pattern recognition and 
forecasting, which require the identification of ten-
dencies in data. Our results exhibited that MLP as 
a variant of ANN was most efficient and most influ-
ential in predicting delinquency on mortgage loans. 
Therefore, the next section will elaborate in detail, 
the training and testing process of MLP.

3.2.1 Training Multi-layer Perceptron through 
Back Propagation Network

The MLP network is the most famous variant of 
the Artificial Neural Network (ANN), and it is trained 
using an error backpropagation algorithm [13]. This 
kind of neural network is famous as a direct network 
as it needs a targeted yield to be trained. This kind of 
system aims to form a prototype that appropriately 
plans the input to the output by using the past data. It 
is also used to predict the output when applying past 
data so that the formed function can then be used 
to produce the output when the anticipated output 
is not known. Such a type of perceptron has several 
hidden levels of computational neurons. The input 
levels are propagated in a feed-forward direction on a 
level by level basis. In an MLP, the backpropagation 
learning method is most commonly employed, which 
has two stages. In the first stage, a prototype for the 
training input is offered to the network input level. So 
far, the output prototype is produced by the output 
level, and the network will keep transmitting the in-
put prototype from level to level.

An inaccuracy will be calculated if this prototype 
is different from the required output. The prototype 
will be progressed backward through the network 

Recall =
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from the output level to the input level. Due to this 
inaccuracy, the weights will be modified. The public 
figure for the working of an MLP is shown below.

In Figure 1, x1, x2, …,xn represent the input signal. 
Feed-forward is used to send the input to the hidden 
layer with a link weight of wij.  This input and invis-
ible layer weight help compute the output yj at the 
hidden layer using Equation 1. In the next step of the 
feed-forward, the hidden layer output yj is combined 
with the output layer link weight of wjk, which forms 
the output layer using Equation 2.

In Equation 1, yj is the output of hidden layer of 
pth neuron, sigmoid is the activation function, xi is 
the input of the pth neuron of the input layer, wij is 
the link weight of the hidden layer, ɵj is the threshold 
for the hidden layer neuron.

Replacing wjk with yj in Equation 2 in which yk 
is the output of the output layer of pth neuron, wjk 
is the link weight of the output layer and ɵk is the 
threshold for the hidden layer neuron. The above 
discussion refers to the feed-forward phase, which 
gives the output yk. The next step of ANN training is 
the backpropagation. In backpropagation, the error 
signal back propagates to the input layer to update 
the hidden layer and output layer weight. In the sub-
sequent section, a brief description of the backpropa-
gation learning method is presented.

3.2.1.1 Backpropagation Algorithm

Back Propagation is an algorithm that trains an 
MLP and many other neural networks. The input 
data is recurrently offered to the neural network us-
ing backpropagation. With each exhibition, the neu-
ral network's output is compared to the anticipated 
output, and an error is calculated. Feedback is pro-
vided to the neural network, which is applied to reg-
ulate the weights in order to reduce the errors with 
each training cycle, and the neural model becomes 
nearer and nearer to forming the anticipated output 
in a process called “training.”

Figure 1. MLP with one hidden layer and backpropagation learning method

(1)

(2)
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The weights of the backpropagation network are 
updated, which will backward progress the errors 
associated with the output neurons. Therefore, the 
slope of the error is computed for the neurons in the 
output level using Equation 3:

Where ek (p) is the error of pth neuron, ydk (n) 
is the required output of pth neuron on the output 
layer, and yk is the actual output of the ANN.  The 
weight corrections are then calculated, and the newly 
updated weights applied using Equation 4 and Equa-
tion 5, respectively.

and

Where wjk (p+1) is the new updated weight, wkj 
(P) is the previous weight, alpha = learning rate, sigma 
is the error gradient of the output layer. Similarly, in 
the next stage of backpropagation, the error gradient 
and weight correction are calculated and newly up-
dated for the neurons in the hidden level using Equa-
tion 6, Equation 7, and Equation 8, respectively.

Where wij (p+1) is the new updated weight, wik (p) 
is the previous weight and alpha as the learning rate, 
and sigma is the error gradient of the hidden layer.

In order to have a thorough analysis of delinquen-
cy prediction on the given dataset, we have compared 
the results attained through ANN-BPN with variants 
of Ensemble Classifiers, Decision Tree (SVM), 
(KNN), and Ensemble Classifiers. In this work, a 
comprehensive empirical comparison of 19 well-
known classifiers for loan delinquency prediction has 
been demonstrated. Moreover, each algorithm's op-
eration was evaluated as a part of training & testing 
accuracy, prediction speed, and training time. Also, 
the class-wise performance of each algorithm is pre-
sented as a separate confusion matrix.

3.3 Binary Logistic Regression

Like the ordinary least square (OLS), binary lo-
gistic regression (BLR) is a classical forecasting tech-
nique. Nevertheless, BLR forecasts a dichotomous 
outcome that violates the homoscedasticity principle 
of OLS. In logistic regression, an algebraic transfor-
mation is necessary to arrive at the traditional linear 
regression function. Mathematically, logistic regres-
sion represents the natural logarithm of an odds ratio 
(i.e., the logit).

Where P is the probability of delinquency,  α  is 

the Y-intercept, sβ  are regression coefficients, and 
Xn is a set of predictors. Unlike ML techniques dis-
cussed in this paper, the results from BLR are ex-
tracted from the use of statistical software (i.e., SPSS).

4. Simulation Results and Analysis

The current section exhibits the results revealed 
after the application of different machine learning 
methods. The performance of each method has 
been recorded as a function of training time, predic-
tion speed, training, and testing precision. Besides, 
the class-wise performance of each algorithm is pre-
sented as a separate confusion matrix in Table 2. 
Lastly, the results of the most efficient ML method 
are compared with the results of BLR, which is one 
of the most common techniques in social sciences to 
predict a dichotomous outcome.
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The detailed results from confusion matrices are 
tabulated in Table 2, whereas the graphical results 
are illustrated in Figures 2, 3, and 4. Table 2 pres-
ents a much-compounded view of simulation results 
demonstrating the performance of each classifier. 
The first scale of valuation is the training accuracy. 
From Figure 2, most of the machine learning variants 
exhibit higher training accuracy of over 97% other 
than Boosted Trees and RUS Boosted Trees.

4.1 Confusion matrix results

However, the simulation results are quite different 
for our second scale, that is, testing accuracy. Again, 
from Figure 2, ANN, Subspace KNN, and Cosine 
KNN were the only variants exhibiting an accura-
cy level above 90%. Besides, the accuracy level for 
ANN is substantially ahead of all, that is, 97%.Our 
third measure was prediction speed (observations/

sec). It is a well-known fact that the prediction speed 
of any classifiers highly depends on the configuration 
of computer system resources like processing speed 
and RAM. In this study, all the simulations were car-
ried on a Core2Quard System @ 2. 5GhZ with 6GB 
of RAM. In terms of prediction speed, the variants of 
RUSBoosted Trees, Boosted Trees, demonstrates a 
higher prediction speed followed by ANN-BPN (Fig-
ure 3). for a high-performance computing machine. 
Therefore, at this point, accuracy is It is explicitly 
mentioned that the prediction speed could be as-
cended by opting the key parameter. ANN-BPN de-
picts a lower prediction speed (700,000 observations/
second) compared to RUSBoosted Trees (1400,000 
observations/second) and Boosted Trees (10,00,000 
observations/second). However, testing and training 
accuracy for ANN-BPN was observed as 97%, which 
is much higher compared to 40% accuracy for vari-
ants of RUSBoosted Tree and Boosted Trees.

Figure 2. Training precision and correct testing recognition

Figure 3. Prediction Speed (obs/sec) for each ML technique
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Table 2. Confusion matrix for variants of ML techniques
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The outstanding results for ANN-BPN were also 
witnessed in terms of the Training Time (Figure 4). 
Therefore, we can advocate that ANN-BPN is the 
most optimum classifier for predicting delinquency 
on mortgage loans as the simulation results depict a 
higher accuracy for training (97.5%) and testing (97%) 
along with minimum utilization of training time. The 
next section will further discuss the results attained 
through ANN-BPN and a comparison of results 
through logistic regression by statistical methods.

4.2 Results with Multi-layer Perceptron

Considering the outstanding results observed 
from ANN-MLP, we have explored an in-depth anal-
ysis of those results. Table 3 portrays the accuracy 
prediction percentage of selected and unselected cas-
es. Some 70 % of the dataset had selected instances 
that came out with a 96.9 % correct prediction, while 
30 % of the dataset was unselected cases predicted as 
96.5 % as the right outcome.

The data was then supplied to the Multi-layer Per-
ceptron Neural Network (MLPNN). The network 
consisted of 11 input nodes and one output node. 
The hidden layer consisted of 25 nodes. The activa-

tion function was log sigmoid. The learning rate was 
set to 0.1. The learning was performed on 70 % of 
the data for 50 epochs. The weights of the MLPNN 
were updated using the Cost Function. The trained 
MLPNN was then tested with the remaining 30 % 
data observations new to the MLPNN. The MLPNN 
succeeded in achieving 98% accuracy in predicting 
delinquency. Figure 1 shows that the error was min-
imized to approximately 0 after 15 Iterations. This 
shows that ANN-MLP can be used with confidence 
to predict delinquency based on the data collected 
in the loan application. Figure 5 depicts that the first 
iteration had 75 errors, which reduced gradually over 
the subsequent iterations. This occurred due to the 
continuous training provided and the learning gained 
thereof by the said training. As a result, the error rate 
declined gradually by the 50th training cycle.

4.3 Comparison of MLP Results with  
Binary Logistic Regression

The results below demonstrate the comparison 
between the performance evaluation of an ANN-
MLP and BLR. The outputs for BLR were produced 
by applying the Statistical Package for the Social Sci-

Figure 4. Training time for each ML technique

Table 3. Classification Table

Predicted (selected cases) Predicted (unselected cases)

Outcome Delinquency Non- 
delinquency

Percentage 
correct Delinquency Non- 

delinquency
Percentage 

correct

Delinquency 1838 265 87.4 % 763 134 85.1 %

Non-delinquency 36 7686 99.5 % 15 3325 99.6 %

Overall Percentage 96.9 % 96.5 %
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ences (SPSS 25). At the same time, the results for 
ANN-MLP were produced through MATLAB 2018.

A detailed analysis of the results in Table 4 re-
vealed that the variables ‘borrower’s age,’ ‘original 
loan amount,’ and ‘purchase price’ were declared ‘in-
significant variables’ by SPSS with a significance value 
higher than 0.05. This was because the data might 
have been built so that logistic analysis has misled to 
this conclusion. However, it was evident that ‘age’ 

was one of the critical factors in lending. Similarly, 
‘original loan amount’ and ‘purchase price’ were also 
factors that must not be ignored when determining 
the lending amount. Therefore, the accuracy of pre-
diction may be considered flawed. The Table 5 de-
picts a quick comparison of results obtained through 
both methods. That is ANN-MLP through MAT-
LAB 2018 and BLR through SPSS 25.

Figure 5. Error plot obtained by applying ANN-MLP

Table 4. Detailed results of BLR obtained through SPPS

Table 5. Comparison of techniques applied

B SE. Wald df Sig. Exp(B)

Borrower’s age -0.007 0.005 1.952 1 0.162 0.993

Value of loan, USD 0.000 0.000 3.498 1 0.061 1.000

Ratio of loan to home purchase price -0.026 0.007 16.021 1 0.000* 0.974

Borrower's credit score 0.009 0.001 125.007 1 0.000* 1.009

First time home buyer? (Y/N) -0.260 0.121 4.601 1 0.032* 0.771

Borrower's total monthly debt expense -0.003 0.000 1281.501 1 0.000* 0.997

Borrower's total monthly income 0.001 0.000 692.230 1 0.000* 1.001

Appraised value of home at origination 0.000 0.000 5.747 1 0.017* 1.000

Purchase price for house 0.000 0.000 0.008 1 0.930 1.000

Borrower debt to income ratio 19.522 0.388 2532.798 1 0.000* 3.008E8

Current loan status -6.482 0.913 50.369 1 0.000* 0.002

Note: * indicates statistical significance at the 5 % level

Techniques Accuracy Ignored Variables

1. Binary Logistic Regression analysis 95% i)	 Borrower’s age
ii)	 Original Loan Amount
iii)	 Purchase Price of Home

2. ANN-MLP based prediction 98 % None
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However, a detailed analysis of the results in Ta-
ble 2 revealed that the variables ‘borrower’s age,’ 
‘original loan amount,’ and ‘purchase price’ were de-
clared ‘insignificant variables’ by SPSS. with a signif-
icance value higher than 0.05. This was because the 
data might have been built so that logistic analysis has 
misled to this conclusion. However, it was evident 
that ‘age’ was one of the critical factors in lending. 
Similarly, ‘original loan amount’ and ‘purchase price’ 
were also factors that must not be ignored when de-
termining the lending amount. Therefore, the accu-
racy of prediction may be considered flawed.

The comparison in Table 5 shows that the ANN-
MLP performed better than the Binary Logistic Re-
gression. Moreover, the MLPNN technique could 
predict accurately with 98% confidence. The results 
suggest that the MLPNN technique could be devel-
oped and used by the lending agencies to predict de-
linquency among the loan applicants.

5. Summary and Discussion

This study has performed an exhaustive paramet-
ric comparison of different machine learning tech-
niques to predict delinquency on mortgage loans. 
Compared to existing literature papers that apply 
ML methods to cross-sectional model mortgage de-
linquency, such as [10, 11], our investigation is ex-
tensive as we have applied, in total, 19 different tech-
niques to predict delinquency on mortgage loans.  
In this paper, we find that ANN-MLP outperforms 
other default prediction techniques in terms of train-
ing time, training, and testing precision. The ANN-
MLP. has been trained and updated using the back-
propagation algorithm. The non-linear regression 
capability of the ANN-MLP showed 98% accuracy 
in predicting delinquency. The ANN-MLP behaved 
better than other machine learning techniques and 
traditional binary logistic regression techniques and 
is very promising for such an analysis. Nevertheless, 
the prediction speed was slower for ANN-MLP com-
pared to the boosted trees technique, but the issue 
can be mitigated by using a machine with a better 
configuration. It was found that ANN-MLP has been 
the most efficient and effective technique to predict 
our outcome. The MLPN.N. has been trained and 
updated using the backpropagation algorithm. The 
non-linear regression capability of the ANN-MLP 
showed 98% accuracy in predicting delinquency. 
The ANN-MLP behaved better than other machine 
learning techniques and traditional binary logistic re-
gression techniques and is very promising for such 
an analysis. The study, therefore, contributes to the 

literature by advocating that a model based on ANN 
predict loan delinquency with higher efficiency and 
effectiveness. Likewise, similar ANNs can be applied 
to solve various other business problems.

This research also suggests that financial institu-
tions should regularly revise their credit risk assess-
ment frameworks, especially in the case of developing 
countries, as they face a more unstable macroeco-
nomic environment as compared to developed coun-
tries [42]. Moreover, it might be thought-provoking 
to match the credit scoring framework of financial 
institutions during different growth phases.

The current study can provide meaningful insight 
for future studies by integrating other delinquency 
elements into the ANN methodology for predicting 
the probability of delinquency on a mortgage. For in-
stance, researchers in the future can incorporate col-
lateral determinants and bank-borrower relationships 
while predicting the delinquency on bank loans. The 
integration of these elements into the delinquen-
cy prediction model can significantly contribute to 
methodology and practice. This study would help 
establish a more improved classifier for the dataset 
by providing the best classical candidate. Moreover, 
the same inference could also be validated on some 
other benchmark datasets of loans when available in 
the future.
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